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Preface

THIS BOOK 1S A MUST READ! It is the first and the original book of quantitative
questions from finance job interviews. Painstakingly revised over 19 years and 15
editions, Heard on The Street has been shaped by feedback from many hundreds of
readers. With more than 53,000 copies in print, it is unmatched by any competing
book.

T'his revised 15 edition contains over 185 quantitative questions collected from
actual job interviews in investment banking, investment management, and options
trading. The interviewers use the same questions year-after-year, and here they
are—with solutions! These questions come from all types of interviews (corporate
finance, sales and trading, quant research, etc.}, but they are especially likely in
quantitative capital markets job interviews. The questions come from all levels of
interviews {undergraduate, MBA, MS, PhD), but they are especially likely if you
have, or almost have, an MBA or MS. This edition also includes 140 non-quantitative
actual interview questions, giving & total of more than 325 actual finance job in-
terview questions. There is also a section on interview technique—-based on my
experiences interviewing candidates for the world’s largest institutional asset man-
ager, and also based on feedback from interviewers worldwide.

This book bridges the considerable gap between the typical finance education
and the knowledge required 1o successfully answer quantitative finance job inter-
view questions. The considerable gap arises because Wall Street interviewers must
separate the “wolves” from the “sheep.” The sheep are confined by the boundaries
of their education; the wolves are not. The interview questions reach beyond these
boundaries in order to separate the two classes of interviewees. Hence the gap. Of
course, most interviewers are wolves. Unfortunately, many interviewees are sheep.
The butchering that takes place has been described to me as “horrific.” That is why
you need this book.

I bridge the above-mentioned gap by presenting quantitative questions from
actual finance job interviews. I could not find even one of these questions in any of
the three-dozen other “interview books” at a large US bookstore. My solutions and
advice are carefully designed to sharpen your quantitative skills. My advice is based
on my experiences as a frontline teaching assistant for MBA students at MIT, as a
finance professor at Indiana University, and as the former head of a quant research
team for the world’s largest institutional asset manager.

My intended audience includes interviewees (wolves and sheep alike) seeking
employment at Wall Street or other finance-related firms; their interviewers, who
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need to weed out the hapless sheep; university professors who want to “spice up”
finance courses with Wall Street job interview questions (both for fun and to show
the importance of the basic concepts on The Street); students of finance who want
to fill in some gaps; and finally, doctoral students in need of entertainment during
periods of downtime.

Many of the questions collected and presented here are “classics” that appear
year-after-year without fail. However, this book is definitely not for people who just
want “The Answers” to such questions. Such people are the archetypal sheep in
wolves’ clothing, and they are quickly identified as such in an interview. To benefit
from this book, you must make a serious investment of your time.

I thank MIT students, MIT faculty, and practitioners who supplied me with
information. I thank Qlivier Ledoit, Cecily Lown, Bingjian Ni, Eva Porro, and Juan
Tenorio for their constructive criticisin. The first edition of this book was written
and edited in 1995 while commuting to and from MIT on the subways and buses of
the Massachusetts Bay Transit Autherity (“Thank you for riding... ... the MBTA").

TFC/MIT/ 1995

I revised this book when I was a professor at Indiana University (IU). I thank
all the people thanked above {especially Olivier Ledoit). I also thank Sean Curry
and The MathWorks Inc for a free copy of MATLAB (used to check answers and
draw figures), MBA Style Magazine (www.mbastyle.com) for horror stories, An-
dres Almazan, Tom Arnold, Mary Chris Bates, Klara Buff, Alex Butler, Victor W.
Goodman, Tim Hoel, Taras Klymchuk, Victor H. Lin, Marianne Lown, Alan J. Mar-
cus, David Maslen, Marc Rakotomalala, Jason Roth, Yi Shen, Valeri Smelyansky,
Dahn Tamir, Paul Turner, and students (MBA and undergraduate) at each of MIT,

LA, and IU,
UCLA, and IU TFC/ IU/ 1996-2000

I updated this book while working as Head of Quantitative Active Equity Re-
search (UK/Europe) at the world’s largest institutional asset manager. I also thank
Jinpeng Chang, Mark Rubinstein, Alex Vigodner, and Nick Vivian.

TFC/London/ 20012003

I updated this book after accepting a chaired professorship in Finance at Otago
University in New Zealand. The latest edition contains new questions and improved
answers to old ones. I particularly thank interviewers at top firms who shared
their most recent questions. I now also thank Giulio Agostini, David Alexander,
Armen Anjargholi, Arta Babaee, Edward Boyce, HC, Veeken Chaglassian, Scott
Chaput, Aidong Chen, Jun Chung, Nate Coehlo, Richard Corns, Patrick de Man,
Alessio Farhadi, Robin Grieves, James Gwinnutt, Charles Hallion, Chun Han, Eoin
Healy, James Hirschorn, Alexander Joura, Philip Koop, Steve Lee, Vince Moshke-
vich, Stuart (’Neill, RBP, Katie Price, Wolfgang Prymas, Bryan Rasmussen, Adam
Rej, CCS, Naoki Sato, Ashish Saxena, Tommaso Sechi, Torsten Schéneborn, Adam
Schwartz, Avishalom Shalit, Yirong Shen, lan Short, Craig Smith, OQlaf Torne, and
Mikhail Voropaev, Thomas C. Watson, Simon West.

TFC/OU/2004-2014
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Introduction

This book first appeared in 1995 with questions collected from students after in-
terviews. Nowadays the interviewers at top firms frequently send me their new
questions directly! For example, one interviewer at a big-name New York invest-
ment bank sent me the bank's latest full written quantitative interview test with
three dozen questions {(and answers})!

I used to wonder why interviewers at top firms supply me with their interview
questions to put in a book to sell to their job candidates. Now I understand that
they do not mind if the guestions are public knowledge because job candidates who
make a serious investment of time in revising the questions deserve to be hired!

All of the quantitative questions are accompanied by detailed solutions. The
questions are split into four categories: Purely Quantitative and Logic, Derivatives,
Other Financial Economics, and Statistics (Chapters 1, 2, 3, and 4, respectively).
The solutions appear in Appendices A, B, C, and D, respectively. Chapter 5 presents
non-quantitative questions from actual interviews (with selected solutions in Ap-
pendix E). In the text, a name followed by a year (e.g., “Girsanov [1960]") refers
to a work cited in the References (following the appendices).

If you are interviewing for option jobs and you need a review book to complement
the interview gquestions here, then you should buy my book Basic Black-Scholes,
Crack {2014a). See the advertisement at the end of this book for details, or go
directly to www.BasicBlackScholes.com. Basic Black-Scholes started its life as an
extended appendix to this book, but was carved out as a book in its own right,
and is now in its revised second edition. The original aim of that book was to help
interview candidates. So, the writing style should be more suited to your interview
preparation than other competing books.

Questions in This Book

The questions in this book were collected by me from interviewees, interviewers, and
others. I have taken the liberty of rewording them for maximum clarity because,
unlike in an interview, you have no opportunity to ask me for clarification. Some-
times | give only part of a question that was asked; sometimes I combine related
questions into a larger one. I remain faithful to the original problem statement
wherever possibie.

I sometimes add a footnote to a question. The footnote contains a slight variation
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INTRODUCTION

on the question. Unless otherwise indicated, these “footnote questions” are made
up by me and are not actual job interview questions. All other questions come from
actual job interviews (even the “condom question”).

Many of the questions require a serious investment of your time. Knowing the
answer is not enough in and of itself. Interviewees should attempt these questions
without peeking at the answers. Mastering the problem-solving process gets you the
job. This may mean spending days with a problem before you figure it out. Looking
at the answer tells you how [ did it; it does not tell you how to solve problems by
yourself. The path of greatest resistance bears the highest rewards!

Interviewers can use these questions as they stand. However, | strongly encour-
age you to push candidates very hard for the underlying understanding. Ask therm
to explain the answer, not to simply solve the problem. This differentiates those
who understand the problem from those who merely know the answer. The good
ones meet the challenge; the bad ones do not. Many people can solve problems, but
only the best genuinely understand what they are doing.

Will the questions in this book become obsolete or dated? The answer is no,
for two reasons: First, many of the questions are “classics” that appear consistently
year-after-year; and second, the body of quantitative skills required to solve these
questions has remained unchanged for three decades. Even if some of the questions
change, the skills required to solve them do net. It is these skills that my book
promotes. For these reasons, it follows that these questions are genuinely timeless.!

Sometimes the classification of a question {and, therefore, the chapter it should
be in) is by no means clear. For example, some of the financial economics questions
look like statistics questions, and I have placed questions on stochastic calculus in
the derivatives chapter instead of the statistics chapter.

Some questions have more than one sclution technique. The “right answer” may
be the wrong answer if you use a “brute-force” approach and completely miss an
elegant alternative (I often give both techniques).

Some questions are more difficult than others. I have labeled difficult questions
with two stars *(**)” and very difficult questions with three stars “(***).)" By
default, all other questions deserve one star. For the two-star or three-star questions,
your approach, rather than your solution, may be of more importance. You should
be able to set up a general framework for a solution. If you can solve such questions
on the spot, you are doing well.

Some of the questions are at a low level, and you may think it beneath your
dignity to answer them. [ have. however, interviewed people who claim to have
degrees in finance, economics, statistics or mathematics, who cannot answer basic
finance, economics, statistics, or mathematics questions, respectively. If you think
the basic questions are beneath you, then prove it by walking through them like a
hot knife through butter. If you cannot answer the basic questions, however, either
because you are rusty on the basics, or simply never understood them, then why

1At first glance, some questions may seem dated {e.g., “Suppose that EBM is trading at $75 per
share ..."). Bowever, | could easily have made it “Stock XYZ" (contrary to the original wording),
and you would not have noticed. Where possible, I retain the original wording for authenticity.
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INTRODUCTION

should anyone hire you? No one will want to put you in front of their team members,
clients, or traders, who will have basic questions.

If you are interviewing for a more quantitatively oriented job where knowledge of
C (but probably not C++) is required for the interview {and C-++ may be required
for the job itseif}, I recommend Mongan, Suojanen and Giguére {2007) to you.

You must have already heard all the ordinary interview advice (cover letters,
appearance, comments on previous employers, use of bad language, chewing gum, re-
searching people who will interview you, researching the irm, knowing your strengths
and weaknesses, and so on); if not, then see Fry (2009). To answer the type of ques-
tions in this book, however, you may need the extraordinary advice that follows.

Will They Ask me These Questions?

Yes; you must assume that they will. You can hope for the best, but you must pre-
pare for the worst. Some firms use the first round of interviews to get to know you
with soft and non-quantitative guestions. In this case, a second round typically foi-
lows with quantitative questions. Other firms use a quantitative first round to screen
applicants up front. However, some firms ask no quantitative questions. There is
thus a chance that you will see no quantitative questions. In this unlikely event,
my cuaniitative questions will have exercised your I}, and my non-quantitative
questions (Chapier 5) will have been of most assistance.

On the non-quantitative front, many interviewees have been asked, “Where did
the Dow close yesterday?” or “Where did the Nikkei close?” or “Where is the long
bond?” In addition to current knowledge, you should also know how these (and
other) basic economic variables have changed over the recent past, and where they
are relative to ali-time highs and lows--see Chapter 5 for more examples. Even if
you are very busy interviewing with many firms, you must not be found ignorant
on such basic market knowledge.

ATQ!

“ATQ” stands for “Answer The Question!” Let us suppose that I am the interviewer
and that I have little patience. I am busy. Damn busy! I have a deadline for my
boss on a project that is due tonight (he is in an earlier time zone). I walked away
from the stack of work on my desk, and the spreadsheet I desperately need to build
just so that I can talk to you. Spending 30 minutes with you means I get home at
10:30PM instead of 8:00pM, because I have to finish my project, and I will miss the
last direct train. I earn $250,000, $500,000, $1M, or more per annum. I got my job
and kept it because I am efficient and I understand time management. I want to
hire a good person, but if you waste my time then I wili crucify you; perhaps not to
your face, but to my colleagues, both at this firm, and at competing firms thinking
of interviewing you.

I know from past experience that people with good resumes are not necessarily
knowledgeable in their claimed area of expertise. If you have a degree in finance, or
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INTRODUCTION

mathematics, or whatever, and cannot answer a basic question in that area, then
how the heck can I let you answer the phone, or bring you to a meeting with a
client, or let you talk to our traders, or take you to a meeting with the portfolio
managers, or have you join me in a conference call with my boss? That is, how can
I hire you if you cannoct answer basic questions? I know that there will come a time
in this interview or the next when I have to push you to answer soree quantitative
questions, so that | can see what you undersiand and what vou do not. Some of
them will be basic, some of them not. I need to know the limits of your knowledge,
and I cannot find them by asking soft wishy-washy questions about your resume.

If I ask you a question, then answer the damn question! If you know the answer,
then tell me it. If you do not know the answer, but can work it out, then tell me that
and outline the steps; I may be happy with that, and then not need to see the full
derivation. If you have only a passing knowledge of the area, or no hope whatsoever
of answering the question, then I need you to say so directly, and without wasting
my time, so that I can ask you other questions. I need to know the boundaries of
your abilifies, and to find them { must ask you a mix of questions including ones
that you cannot answer at all. Do not waste my time by floundering around and,
in effect, drowning yourself in your own ignorance.

For example, suppose it is a bond trading job and I ask you whether the curvature
in the plot of bond price versus yield to maturity is caused by changing Macaulay
duration as yield changes. Let us suppose that you know the answer, but instead of
giving it to me directly, you say:

“Well, that’s an interesting gquestion. We know that for a standard coupon-bearing
bond with no embedded options, the plot of bond price versus yield to maturity is downward
sloping and concave up. Let me draw that on the whiteboard here (draws picture). As yield
rises, other things betng equal, bond price falls, but the dollar rate at which the bond price
falls actually decreases as yield to maturity rises. That is, the slope becomes less negative.
Changing slope means that there is curvature, and sure enough the plot is concave up. Now,
some people may think, natvely, that the slope of the plot is just the Macaulay duration of
the bond. Now, it is well known that as yield to maturily rises, other things being equal,
the Macaulay duration of a standard coupon-bearing bond with no embedded options falls.
Se, these people would deduce, naively and incorvectly, that as yield fo maturity rises, the
changing slope is simply a reflection of changing Maocaulay duration. However, the simple
fact that the Macaulay duration of o standard coupon-bearing bond with no embedded options
is positive, and that the slope of our plot is negative, tells us that the slope is not the
Macaulay duration. It is not the negative of the Macaulay duration either, and we can see
that by looking at the case of a zero-coupon bond. Suppose we plot bond price versus yield to
maturily for a ten-year zero with no embedded options. The plot is dounward sloping and
concave up as before, with slope becoming less negative as yield to maturity rises, but the
duration is 10 years regardless of the yield—because it is a zero. That is, where the slope is of
large magnitude, the Macaulay duration s ten; where the slope is of intermediate magnitude,
the Macaulay duration is ten; where the slope is of small magnitude, the Macauley duration
s ten. Thus, slope does not equal Macaulay duration, or negative Macaulay duration, and
the curvature of the plot cannot simply be o reflection of changing Mecaulay duration. Now,
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INTRODUCTION

the siope of the plot of the price of the standard coupon-bearing bond versus its yield to
maturity is a function of Macaulay duration, but i is alse a function of bond price and yield
to maturity. If we write doun the slope explicitly, we see that it is _“(‘”i"g;fp’ where D is
Macaulay duration, P is bond price, and r is yield. If we look at numerical examples, we
can see however, that the duration does not change very much with changing yield. Indeed,
as already mentioned, it does not change at all in the case of & zero, and low-coupon bonds
are not that different from zerves. Rather, it is the bond price that changes significantly with
changing yield, and it is this that causes changes in the slope, thus producing curvature. Sure
enough, in the case of a coupon-bearing bond, the changing Maceuloy duration contribules
to the change in slope, and thus to the curvature, but its contribution to curvature is much
less important than the contribution of changing bond price. So, no, it is not changing
Macaulay duration, but rather, changing price, that drives the change in slope, thus creating
curvature.”

Well, you just spent two and one-half minutes of my valuable time saying that.
That is ten percent of your interview time. In your favor, you got fo the correct
answer, which is “no,” but in so doing you gave me so many words that I ceased
caring whether you knew the answer or not. I did figure out, however, that if you
were working on my team, I could nof take you to a presentation fo clients because
you would take for bloody ever to answer their questions and bore the pants off them
in the process. I also figured out that you really like hearing the sound of your own
voice. You may well be someone who does not realize that time is money, that that
money belongs to my clients, or to the firm, and that that money has a heck of a
lot of zeroes on the end of it.

You should have just answered “No, changing bond price drives changing slope
and creates curvature.” You should then add that “Changing Macaulay duration
contributes marginally to curvature for a coupon bearing bond, but not at all in
the case of a zerc.” If the question has a “yes” or “no” answer, and you know the
answer, then the first word out of your mouth should be “yes,” or “no,” respectively.
Anything else means you are not getting to the point, and you are wasting my time
and your golden opportunity! Obviously, you support your assertion immediately
with more words, but answer the question first! ATQ!

I have had people talk a full ten minutes or more before coming anywhere near
allowing me to detect whether they know the answer or not. After the first minute
I have already decided that you are in the wrong building, and I am thinking about
the stack of work on my desk. I stopped caring about your answer back in the
first chapter of your saga. I am about to cancel the next person on your interview
schedule because I value his or her time almost as much as I value my own. Unlike
me, you get to go home early today.

To repeat, if the answer is “yes,” and you know it, then say so! If the answer
is “no,” and you know it, then say so! You can add words after that, to support
your answer, but for God’s sake, get to the point! Suppose you are on a date with a
person you find exceptionally attractive, and you are dancing, and this person says,
“Do you want to kiss me?” Are you going to talk to them for ten minutes about
how you arrive at your decision or are you going to get to the point? Similarly, you
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must have had a professor at college who when asked a question from the audience
mid-lecture would take five minutes giving his answer. When he got to the end of it
vou did not know what the answer was he had given, and you just wished he would
shut up and move on. He invariably followed it up with “Is that clear now?” and
no one dared say “no,” for fear he would talk more about it. The bottom line is,
answer the question! Remember ATQ, or even ATFQY, if it helps hammer it into
your skuli.

If you do not know the answer, but know enough to try to work it out, than say
something like “Hmmm. I do not know, but I think I can work it out. I know that
the slope is given by uﬁ{%;?P, where D is duration, P is price, and r is yield. 1
am not sure how much of the change in slope is explained by changes in each of D
apd P, but I do know that a zero has fixed D, so I suspect that changing P is more
important than changing D.” That is fine. You told me you did not know, and then
you tried to work it out. That differs from knowing, but failing to tell me until the
end of a saga.

If a question is not clear, be sure to ask for clarification. For example, "Is it a
straight bond with no embedded options?,” “Are there coupons?,” etc.

If the interviewer telis you that your answer is incorrect when you know it is
correct, and if you are dead sure of yvour answer, then defend yourself to the hilt.
Interviewers make mistakes, and you can earn their respect (and a job) by tactfully
correcting them. Good people want vou to do that in practice, though do it tactfully
in frent of their colleagues.

Other Advice

I cannot stress highly enough that you are not just interviewing for the job that was
advertised. There are other openings in the firm that have not yet been advertised
{and may never be advertised), and there are openings in other firms that your
interviewer knows about because he or she knows people there. There will also be
other openings at the interviewing firm in the future. If they like you and your CV,
but do not think you are suited to that one job, they may recommend you strongly
to another team leader within their firm or even at another firm. The implication of
this is that if you discover quickly that you are not suited to the position advertised,
or the firm, then you should steer the interview toward your strengths and ask the
interviewer to keep you in mind for other positions. He or she may even teli you of
another opening.

This works in reverse also. If your interview is awful, the interviewer will happily
pass that information to other people who ask about you. or even without being
asked if you really stink.

The finance comununity is small and interwoven and corporate memeory is long.
If you interviewed at the firmn before, your interviewer probably knows about it
and will talk to the people you talked to, even if they have moved on. Indeed, if
you worked/interviewed/studied anywhere in the world, the interviewer can find a
former colleague, interviewer, adviser etc., of yours, who is known to them and who
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caN assess you. Your resumne may have circulated widely within the firm, both in its
local offices and overseas, before you set foot in the building or pick up the phone.
Indeed, your resume might have circulated so widely that no one inforres HR, and
no one even remembers where your resume came from; that can explain why you
never got any response, not even a rejection.

Your resume is a starting point. Do not inflate it. You will be asked about it.
When a resume arrives on the desk of the interviewer, he or she looks at it and
tries to figure oui in advance some questions to ask. If you write on your resume
that you took an option pricing class, and got an “A,” then if the interviewer is an
option pricing nut, you just guaranteed that the interview is going to get hot. If
the area is a weakness for you, then do not make yourself a target. If you want to
advertise that you took the class, then that is fine, but prepare yourself for incoming
questions. Let me add that on 100% of CVs where the candidate lists “attention to
detail” as a skill, T have found obvious errors caused by a lack of attention to detail.
Get your resume proofread by people for whom English is their first language.

I received three cover lefters that stand out in my mind. One from a young
woman applying for a junior quant position who stated that she had “a lot of love
to give,” one from a graduate of Rutgers who seemed to think I was sufficiently
stupid not to have heard of Rutgers and felt the need to describe the school in
great detail, and one from someone saving that they had always wanted to work
in investmment banking (when I was working at that time for an asset management
company ). Remember that you have sent your CV and cover letter out to act as your
ambassador in your absence! A substandard effort here can kill your opportunity
for an interview as surely as any ridiculous social media webpage can.

Do not smoke just before your interview. Get a stop smoking patch or something
similar. The same goes for garlic for 24 hours before your interview. It stinks!
Similarly, no one likes shaking hands with a limp dead fish. If your hands drip Eke
a leaky faucet, then put your hand in your pocket (warm and dry), or palm down
on your lap right up until you get up to shake hands. It is simple but effective.

One out of every three men I have ever interviewed put their finger up their nose
during the interview. I kid vou not. They seem: to be unaware of it. Perhaps it
is nerves. They expect me to shake hands with them at the end of the interview,
but I always find a way out of it. Keep your damn hands off your face during the
interview!

Intelligent or genuinely humorous smaell talk is fine, but do not make a fool of
yvourself. For example, one guy came back a week later for a second round interview
with me. I went to greef him in the foyver, and he looked at me blankly. Then he
suddenly said “I remember you!” and “This is for the quant position, right?” Those
were his first words!

Cover letters go in the garbage can, and e-mails are deleted. Make sure your
e-mail address and phone number are on your resume. Similarly, buy an answering
machine (or get reliable voicemail) and check it often. If HR cannot find you quickly,
then someone else can interview for your job before you.

Do not ask how many hours they work, or what they pay. You do not care how
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INTRODUCTION

many hours it takes; You love working long days and nights. You do not care what
the pay is; you just want to get your foot in the door.

Show passion. The words “I wani this job" should come out of your mouth
plainly and clearly during the interview. Why do 1 say that? Well, surprisingly
often, when the job candidate has gone, we ask ourselves whether he/she really
wanted the job, and we conclude that they did not. Sometimes we are surprised to
subsequently hear from some mutual contacts that the candidate was shattered not
to get to the next stage. Hell, you acted like you did not want the job! Show some
passion; make it plain.

Show that you love the industry and the challenge. Even if the market is bad,
and you are out of work, you must be upbeat. If you tell me a tale of woe, all I can
think is that “99% of your life is what you make it, and if your life sucks, you suck.”
Why would I want you sitting next to me at work all day? Be positive. People like
people who like them.

Finally, the ex-post probability that you get the job is either zero or one. If you
prepare as though it is zero, then it will be. If you prepare as though it can be one,
then you can make it so.

Please feel free to send me e-mails with queries, corrections, alternative solutions,
but especialiy with new interview questions. The errata (with corrections and
comments} can be found at the website below.

www. InvestmentBankingJobInterviews.com
timerack@aium.mit. edu

(©20314 Timothy Falcan Crack 8 Al Righis Reserved Worldwide



Chapter 1

Purely Quantitative & Logic
Questions

The only prerequisites for answering the questions in this chapter are elementary
guantitative skills and common sense. Many questions in this chapter have two
solution techniques: an elegant technique requiring little or no computation and a
“hammer-and-tongs” brute-force approach. The technique you choose is revealing.
Solutions for this chapter appear in Appendix A.

Question 1.1: You are given two glass jugs. Each contains the same volume,
V, of liguid. One jug contains pure alcohol, and the other jug contains pure
water. A modest quantity, @, of water is poured from the water jug into the
alcobol jug, which is then thoroughly mixed. The same modest quantity, Q,
of {(now diluted) alcohol is then poured back into the water jug to equalize the
volumes of the jugs at their initial levels.

The initial concentration of alcohol in the alcohol jug equals the initial concen-
tration of water in the water jug (at 100%). What is the relationship between
the final concentrations of alcohol in the aleohol jug and water in the water
sl
jug?

Question 1.2: There are two bells. One rings five times per minute, and the
other rings four times per minute. If they start at the same time, how long
will it be until they next ring together?

Question 1.3: What is the sum of the integers from 1 to 10072

Question 1.4: An old style analogue clock falls off the wall and the face breaks
into three pieces. The numbers on each piece add to the same total. Describe
the pieces.

YFhis is not a chemistry problem. Please ignore the fact that mixing a volume V) of water with
a volume V3 of alcohol results in & total volume less than Vi + V5,
2More generally, what is the sum of the integers from 1 fo n?

&2014 Timethy Falcon Crack g All Rights Reserved Worldwide



CHAPTER 1. PURELY QUANTITATIVE & LOGIC QUESTIONS

Question 1.5:  {**) You are given a set of scales and 12 marbles. The scales are
of the old balance variety. That is, a small dish hangs from each end of a rod
that is balanced in the middle. The device enables you to conclude either that
the contents of the dishes weigh the same or that the dish that falls lower has
heavier contents than the other.

The 12 marbles appear to be identical. In fact, 11 of them are identical, and
one is of a different weight. Your task is to identify the unusual marble and
discard it. You are allowed to use the scales three times if you wish, but no
more. Note that the unusual marble may be heavier than the others, or it
may be lighter; you do not know which. You are asked to both identify it and
determine whether it is heavy or light.

Question 1.6: Suppose I inscribe a circle within a square so that the circle just
touches the four sides of the square. Suppose there is exactly enough room to
fit a rectangle of dimensions 5 x 10 into one corner of the square so that the
rectangle jusi touches the circle. See Figure 1.1. What is the side length of
the square?

57

Figure 1.1: The Inscribed Circle Problem

Note: A circle is inscribed within a square. A rectangle of dimen-
sions 5 x 10 just fits in one corner. What is the side length § of
the square?

Question 1.7: Interviewer: “You are a bug sifting in one corner of a cubic room.
You wish to walk (no flying) to the extreme opposite corner {the one farthest
from you). Describe the shortest path that you can walk. Be sure to mention
direction, length, and so on.”
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Question 1.8: A mythical city contains 100,000 married couples but no children.
Each family wishes to “continue the male line,” but they do not wish fo over-
populate. So, each family has one baby per ansum until the arrival of the first
boy. For example, if (at some future date) a family has five children, then it
must be either that they are all girls, and another child is planned, or that
there are four girls and one boy, and no more children are planned. Assume
that children are equally likely to be born male or female.

Let p(2) be the percentage of children that are male at the end of year t. How
is this percentage expected to evolve through time?

Story: One candidate for a futures trading position in Chicago was asked:
“Would you rather be beaten up, beat someone up, or run around the block
naked?” The last response did not get him the job. My wife was horrified to
hear this story. Welcome to Chicago!

Question 1.9: Picture a 10 x 10 x 10 “macro-cube” floating in mid-air. The
macro-cube is composed of 1 x1x1 “micro-cubes,” all glued together. Weather
damage causes the outermost layer of micro-cubes to become loose. This
outermost layer falls to the ground. How many micro-cubes are on the ground?

Question 1.10: There are two cities, A and B, 1,000 miles apart. You have
3,000 apples at City A, and you wani to deliver as many as possible of them
to City B. The ounly delivery method available is a truck. There are, however,
two problems. The truck can hold at most only 1,000 apples, and if there are
any apples at all in the truck, the hungry dishonest driver will steal and eat
one apple for every mile he drives. What is the maximum number of apples
you can deliver from City A to City B? Note that you are welcome to stop
part way, dump off some apples, and then come back and pick them up later.

Question 1.11: How many degrees (if any) are there in the angle between the
hour and minute hands of a clock when the time is a guarter past three?

Question 1.12: What is the first time after 3PM when the hour and minute hands
of a clock are exactly on top of each other?

Question 1.13: There are 100 light bulbs lined up in a row in a long room. Each
bulb has its own switch and is currently switched off. The room has an entry
door and an exit door. There are 100 stockbrokers lined up outside the entry
door. Fach bulb is numbered consecutively from 1 to 100. Each stockbroker
is numbered consecutively from 1 to 100.

Broker number 1 enters the room, switches on ewvery bulb, and exits. Broker
number 2 enters and flips the switch on every second bulb (turning off bulbs
2, 4, 6, ...). Broker number 3 enters and flips the switch on every third bulb
(changing the state on bulbs 3, 6, 9, ...). This continues until all 100 brokers
have passed through the room.

What is the final state of bulb number 647 Is it iHuminated or dark?
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CHAPTER 1. PURELY QUANTITATIVE & LOGIC QUESTIONS

Question 1.14: Exactly the same set-up as Question 1.13, with a different final
question: How many of the light bulbs are illuminated after the 100th person
has passed through the room, and which light bulbs are they?

Question 1.15: Your bedroom sock drawer contains eight red socks and 11 blue
socks that are otherwise identical. The light is broken in your bedroom, and
you must select your socks in the dark. What is the minimum number of socks
you need to take out of your drawer and carry into your {(well-lit) living room
to guarantee that you have with you at least a matching pair to choose from?

Story: One of my students was asked to “Describe the best boss you have
ever had.” Watch out for the opposite question: “Describe the worst boss you
have ever had.” Your answer may indicate disloyalty to a (former) employer.

Question 1.16: You and I are to play a competitive game. We shall take it in
furns to call out integers. The first person to call out “50" wins. The rules
are as follows:

1. The player who starts must call out an integer between one and 10,
inclusive;

2. A new number called out must exceed the most recent number called by
at least one and by no more than 10. For example, if the first player calls
out “nine,” then the range of valid numbers for the opponent is 10 to 19,
inclusive.

Do you want to go first, and if so, what is your strategy?

Question 1.17: You are to open a safe without knowing the combination. Be-
ginning with the dial set at zero, the dial must be turned counter-clockwise to
the first combination number, (then clockwise back to zero), and clockwise to
the second combination number, {then counter-clockwise back to zero}, and
counter-clockwise again to the third and final combination number, whereupon
the door shall immediately spring open; there is no handle or key to turn. The
dial has numbers from zero to 48, and the zero is not one of the combination
numbers.

Without knowing the combination numbers, what is the maximum number
of trials reqguired to open the safe (one trial equals one attempt to dial a fuli
three-number combination)?

Story: 1. During the interview, an alarm clock went off from the candidate’s
briefease. He took it out, shut it off, apologized, and said he had to leave
for another interview. 2. An applicant came in wearing only one shoe. She
explained that the other shoe was stolen off her foot in the bus.

Interview Horror Stories from Recruiters
Beprinted by kind permission of MB4 Style Magazrine
©1996-2014 MBA Style Magazine, wuvw.nbastyle.com
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Question 1.18: (**) You are given a set of scales and 90 coins (this question is
similar to Question 1.5). The scales are of the old balance variety. That is, a
small dish hangs from each end of a rod that is balanced in the middle. The
device enables you to conclude either that the contents of the dishes weigh
the same or that the dish that falls lower has heavier contents than fthe other,
You must pay $100 every time vou use the scales.

The 90 coins appear to be identical. In fact, 89 of them are identical, and ene
is of a different weight. Your task is to identify the unusual coin and to discard
it while minimizing the maximum possible cost of weighing® What is your
algorithm to complete this task? What is the most it can cost to identify the
urusual coin (assuming your strategy minimizes the maximum possible cost)?

Note that the unusual coin may be heavier than the others, or it may be
lighter. You are asked to both identify it and determine whether it is heavy
or light.*

Question 1.19: (***) Suppose that the function f(2z) is complex valued in the
complex plane. Suppose also that f{z)} is both bounded and entire. Prove
that f{z) must be a constant.’

Story: A student of mine was taken to a room and asked to choose a place
to sit at a long oval-shaped table. He chose a place at random. Later the
interviewer asked why he had chosen that spot. [ think the intent was to see
if he was a leader (sitting at the head} or a follower (sitting at the side).

Question 1.20: 1 have dropped 10,000 ants randomly onto a ruler that is one
meter {i.e., 100 centimeters) long and oriented to point north-south. The
ants are of very small size and mass. FEach ant walks at a steady pace of
one centimeter per second in a straight line parallel to the long edge of the
ruler. Their initial direction is randomly either north or south. The ants are
all from the same colony and possess an inherited vision problem: they have
peripheral vision only. This means that they can collide with each other if
they meet head on (although very small, they are large enough to collide). If
two ants do collide head on, however, then they each turn around instantly
and head back the way they came at their steady pace. With so many ants in
one small space, a single ant may experience multiple collisions before it walks
off of the ruler. So, how long must you wait to be sure that all the ants have
walked off of the ruler?

5A slightly different task is to minimize the expected cost of weighing. Minimizing the ex-
pected cost of weighing does not necessarily minimize the maximum possible cost. This is a subtle
distinction that you should not overlook.

*Does the answer change if you must identify the coin without saying whether it is heavy or
light?

“Recall that an “entire” function is a function that is analytic in the entire finite complex plane.
Thus, f{z} may be represented by an everywhere-convergent power series: f(z) = 30 62"
{HoHand {1973, p. B]}.
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CHAPTER 1. PURELY QUANTITATIVE 8 LOGIC QUESTIONS

Question 1.21: You start with a single lily pad sitting on an otherwise empty
pond. You are told that the surface area of the lily pad doubles every day
and that it will take 30 days for the single lily pad to cover the surface of the
pond.5

If instead of one lily pad you start with eight lily pads (each identical in
characteristics to the original single lily pad}, how many days will it take for
the surface of the pond to become covered?

Question 1.22: Another lily pad problem. There are 27 lily pads on a pond.
Each of the lily pads is one square foot in area. The pond is 6,000 square feet
in area. Each lily pad doubles its size every day. How long until the pond is
covered in lily pads?

Question 1.23: Interviewer: “Alright, you're from MIT; you must be a quanti-
tative type of person.” Interviewee: (confidently, after a slight pause) “Yes
indeed.” Interviewer: “Give me the decimal equivalent of «%«2 and of "19'6‘”

Question 1.24: A snail is climbing up a 10-foot pole. It climbs up by three feet
every day. Each night it sleeps. While sleeping, it slides down by one foot.
When does it reach the top of the pole?

Question 1.25: (*) A windowless room contains three identical light fixtures,
each containing an identical light bulb. Each light fixture is connected to one
of three switches outside of the room. Each bulb is switched off at present.
You are outside the room, and the door is closed. You may flip any of the
external switches in any manner you choose. After this, you must {ake your
hands off the switches and then you may go into the room and do as you please
(but you will not be allowed to damage anything or touch the switches again).
How can you tell which switch goes to which light?

Question 1.26: Inside of a dark closet are five hats: three blue and two red.
Three smart men go into the closet, and each selects a hat in the dark and
places it unseen upon his head. Each man knows both that the closet con-
tains three blue hats and two red and that the other two men have the same
knowledge.

Once outside the closet, no man can see his own hat. The first man looks at
the other two, thinks, and says, “I cannot tell what color my hat is.” The
second man hears this, looks at the other two, and says, “I cannot tell what
color my hat is either.” The third man is blind. The blind man says, “Well, 1
know what color my hat is.” What color is his hat, and how does he know?

Question 1.27: (**) Find the smallest positive integer that leaves a remainder
of 1 when divided by 2, a remainder of 2 when divided by 3, a remainder of 3
when divided by 4, ... and a remainder of 9 when divided by 10.

&1'he student who was asked this question says that his interviewer used the number 30. However,
he suggested that | use the number 3,000 to make it more complicated. What is wrong with saying
that it takes 3,000 days for the lily pad to cover the pond?
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Question 1.28: There are two motorcyclists on a single lane road. They are 25
miles apart. At a signal, they start moving toward each other with constant
speeds. The first motorcyclist rides at 20 mph; the second rides at 30 mph.
When the signal goes off, a fly on the helmet of the first motorcyclist is startled
and starts flying toward the second motorcyclist at 40 mph. When the fly
reaches the second motorcyclist {now moving toward the first}), he immediately
reverses course and flies back to the first motorcyclist. When the fly gets back
to the first motorcyclist, he reverses course again. The fly continues to fly
backwards and forwards between the two motoreyclists until they all collide.
How many miles will the 8y have traveled before his life is extinguished?

Question 1.29: Prove that the area of a triangle is given by

A= /s{s~a){s~b)(s - ¢),

where a, b, and ¢ are the side lengths, and s = &gﬁ is half the perimeter.”

Story: Instead of being asked her greatest weakness, one of my students was
asked: “Why shouldn't we hire you?" It is pretty difficult to maneuver your
way out of that onel

Question 1.30: A, B, C, D, E, F, G, H, and I, are the nine integers from one
to nine {not necessarily in order). They satisfy the following constraints:

A+B+C+D = 20,

B+C+D+E+F = 20,

D+E+F+G+H = 20, and
F+G+H+1 = 2

What values are taken by each of A to I7

Question 1.31: A very large number, N, of people arrive at a convention. There
are exactly N single rooms in the hotel where the convention takes place. Each
guest is given a numbered key for a specific room. Before they even go upstairs,
they are all invited to a large party in the banquet hall. To gain admittance
to the hall, they have to give up their keys {0 a doorman. At the end of the
evening, the guests are not sober enough to recall their room numbers, so the
doorman simply hands out the keys randomly. Each guest ends up spending
the night in a random room. What is the probability that at least one guest
ends up in the room to which he or she was originally assigned?

Question 1.32: A small boat is floating in a swimming pool. The boat contains
a very small but very heavy rock. If the rock is tossed out of the boat into the
pool, what happens to the water level in the pool?

"Mark Rubinstein kindly pointed out to me that this is “Heron's Formula.”
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CHAPTER 1. PURELY QUANTITATIVE & LOGIC QUESTIONS

Question 1.33: (**) In a certain matriarchal town, the women all believe in an
old prophecy that says there will come a time when a stranger will visit the
town and announce whether any of the men folk are cheating on their wives.
The stranger will simply say “yes” or “no,” without announcing the number
of men implicated or their identities. If the stranger arrives and makes his
announcement, the women know that they must follow a particular rule: If
on any day following the stranger’s announcement a women deduces that her
husband is not faithful to her, she must kick him out inte the street at 10AM
the next day. This action is imumnediately cbhservable by every resident in the
town. It is well known that each wife is already observant enough to know
whether any man (except her own husband) is cheating on his wife. However,
no woman can reveal that information to any other. A cheating husband is
also assumed to remain silent about his infidelity.

The time comes, and a stranger arrives. He announces that there are cheating
men in the town. On the morning of the tenth day following the stranger’s
arrival, some unfaithful men are kicked out into the street for the first time.
How many of them are there?

Question 1.34: In front of you are three poles. One pole is stacked with 64 rings
ranging in weight from one ounce {at the top) to 64 ounces (at the bottom).
Your task is to move all the rings to one of the other two poles so that they
end up in the same order. The rules are that you can move only one ring at
a time, you can move a ring only from one pole to another, and you cannot
even temporarily place a ring on fop of a lighter ring.

What is the minimum number of moves you need to make to achieve the task?

Story: Here are some common thinking guestions from Section 5.5: “How
many MeDonald's fast food outlets are there in the US? How many gas
stations are there in the US? How many elevators are there in the US?"

Question 1.35: Solve the following ordinary differential equation (ODE):

wu b u =l

Question 1.36: Assume that the random variables X and Y are normally dis-
tributed: X ~ AM{ux,0%), and Y ~ N{uy,0%). The correlation between X
and Y is p. How can you choose constanis a and b such that you minimize
the variance of the random variable sum § = aX + bY under the constraints
thata+b=10<a<1l,and 0<b<17®

8 Another version of this question asked in interviews is: “You are driving around with one wheel
on the gravel and one wheel on the pavement. The variance of the gravel and pavement surfaces
are described by ¢% and ¢b. Whereabouts on the axle should you sit between z = 0 (right over
the wheel on the gravel} and £ = 1 (right over the wheel on the pavement) if you want the most
comfortable ride?”
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Question 1.37: Suppose there is a straight coastline and a lighthouse that is
L = 3 miles away from the coast. The light revolves at one revolution per
minute. How fast is the beam of light traveling along the coastline? When the
beam is 3L away from the coastal point closest to the light, how fast is the
light traveling along the coast?

Question 1.38: I have a 20 x 20 chessboard and a very large box of identical
cubes. Each square on the chessboard is the same size as the face of any cube.
I am going to arrange piles of cubes on the chessboard in a special pattern.
I align one edge of the board so it is running north-south. I start at the
northwest corner by placing one cube on that square. Whenever I step to the
south or the east, I place a pile of cubes containing one more cube than in the
previous square. This produces the pattern in Figure 1.2. How many cubes
in total are there on the chessboard?

ti12)13(47.--119120
213|415 ---120]21
314|516 ]|---|21}22
4 18|67 2123
19120121 )22 |--- |37} 38
20121122, 23|---|38}39

Figure 1.2: Number of Cubes on Each Square of a 20 x 20 Chessboard {Q)

Question 1.39: You are standing at the center of a circular field of radius R. The
field has a low wire fence around it. Attached to the wire fence (and restricted
to running around the perimeter) is a large, sharp-fanged, hungry dog who
likes to eat any humans he can catch. You can run at speed v, Unfortunately,
the dog can run four times as fast, at 4v. The dog will do his best to caich
you if you try to escape the field. What is your running strategy to escape the
field without feeding yourself to the dog?

Question 1.40: Please prove that the following relationship holds:

‘oo 2
/ e ¥ dr =7

—ix
Question 1.41: What is { sec8df equal to?°

Question 1.42: Does the infinite sum Y 7, e~V% converge?

9Similarly, you could see questions on integrals {(or derivatives) of sinf, cos@, tan, cot, and
cogec 8.
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CHAPTER 1. PURELY QUANTITATIVE & LOGIC QUESTIONS

Question 1.43: One analyst {John} is talking to another (Mary) while working
on a deal book at 2aM. Mary learns that John's sister has three children.
“How old are the children?” asks Mary. “Well,” replies John, “the product of
their ages is 36.” Mary thinks for a while and says, “I need more information.”
“Hmmm, the sum of their ages is the same as this figure right here,” says John
pointing at the spreadsheet. “Still not enough information,” says Mary after
thinking for a minute. *The eldest is dyslexic,” says John. How old are the
children?

Question 1.44: You are given eight balls. They appear identical, but one is
heavier than the rest. As in the previous ball questions, you have a pair of
scales. How do you find the heavy ball?

Question 1.45: What are > 1., k2. and Y1, k%7

Question 1.46: (***} You have 52 playing cards (26 red, 26 black). You draw
cards one by one. A red card pays you a dollar. A black one fines you a
dollar. You can stop any time you want. Cards are not returned fo the deck
after being drawn. What is the optimal stopping rule in terms of maximizing
expected payoff? Also, what is the expected payoff following this optimal
rule?!?

Question 1.47: We are fo play a game on a iable in the next room. We each
have an infinite bag of identical quarters (i.e.. American 25-cent pieces). We
will take it in turns to put one quarter on the table. Quarters may not overlap
on the table. When there is no room left on the table to put another quarter,
the winner is the last person to put a quarter on the table. Let me tell you that
there does exist a strategy for winning and that this strategy is independent
of the size of the table.

1. What is the shape of the table?
2. Do you start?
3. What is your strategy for winning?

4. Is there any case where this does not work?

Question 1.48: You have a chesshoard (8 x 8) plus a big box of dominoes (each
2 x 1}. T use a marker pen to put an “X” in the squares at coordinates (1,1}
and (8,8)—a pair of diagonally opposing corners. Is it possible to cover the
remaining 62 squares using the dominoes without any of them sticking out
over the edge of the board and without any of them overlapping? You must
not damage the board or the dominoes in the process or do anything weird
like standing them on their ends-just answer the question.!’

"y the same question with four cards {two red, two black).
"'Nacki Sato has suggested a follow up question. Place an *X" on two squares: one black, and
one white. Can you cover the remaining squares with dominoes? See Answer 1.48 for the solution.
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Question 1.4%: One of my students interviewed with some folks who “wanted to
get an idea of his comfort with formulae and with explaining things to clients.”
They asked why it is that if p is a prime number greater than 3, then p* — 1
is always divisible by 24 with no remainder.

Question 1.50: You are bidding B for a firm whose unknown true value is uni-
formly distributed between 0 and 1. Although you do not know the true value
5 of the firm, you do know that as soon as people learn that you have made
a bid this news will cause the value to double to 25. Your bid, however, will
be accepied only if it is at least as large as the original value of the firm. How
do you bid so as to maximize your expected payoff?

Question 1.51: You have a string-like fuse that burns in exactly one minute,
The fuse is inhomogeneous, and it may burn slowly at first, then quickly, then
slowly, and so on. You have a match, and no watch. How do you measure
exactly 30 seconds?

Question 1.52: You have two string-like fuses. Each burns in exactly one minute.
The fuses are inhomogeneous, and may burn slowly at first, then quickly, then
slowly, and so on. You have a match, and no watch, How do vou measure
exactly 45 seconds?

Question 1.53: How many places are there on the Earth where you can walk
one mile south, one mile east, one mile north, and end up exactly where you
started? Assume the Earth is a perfect sphere, that your compass bearing is
constant on each leg of the walk, that all parts of the Earth are able to be
walked upon, and that your feet are arbitrarily small.

Question 1.54: How many consecutive zeroes are there at the end of 100! (100
factorial). For example, 121=479,001,600 has two consecutive zeroes at the
end.

Question 1.55: This is an absolute classic. A king demands a tax of 1,000 gold
sovereigns from each of 10 regions of his nation. The tax collectors for each
region bring himn the requested bag of gold coins at year end. An informant
tells the king that one tax collector is cheating and giving coins that are
consistently 10% lighter than they should be, but he does not know which
collector is cheating. The king knows that each coin should weigh exactly one
ounce. How can the king identify the cheat by using a weighing device exactly
once?

Question 1.56: Again, an absolute classic. You hire a man to work in your yard
for seven days. You wish to pay him in gold. You have one gold bar with
seven parts—like a chocolate bar. You wish to pay him one gold part per day,
but you raay snap the bar in only two places. Where do you snap the bar so
that you may pay him at the end of each day, and so that on successive days
he may use what you paid him previously to make change?
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CHAPTER 1. PURELY QUANTITATIVE & LOGIC QUESTIONS

Question 1.57: You have an array that contains 99 distinet integers from the set
{1,2,3,...,100}. How would you write a program to figure out which integer
is missing?

Question 1.58: Why are images in a mirror flipped horizontally and not verti-
cally? For example, although 1 wear my wristwatch on my left wrist, and my
reflection wears his on his right wrist, my reflection is not standing on his
head.

Question 1.59: (**) I am told this is a genuine finance interview question. It
had to be a trading interview, because no one but a trader would ask this
in an interview. I considered transforming the question, but left it as is for
authenticity. Avert your eyes if you are easily offended!

How can three men and one women have mutually safe heterosexual intercourse
with just two condoms? Assume that no condom can break or leak, and that
you cannot wash a used one.!?

Question 1.60: Consider a grid. You start at coordinate (0,0) and move one
step at a time, eventually arriving at coordinate {5,5). With each step you
may move only one step east or one step north but never diagonally. How
many paths are there from (0,0} to {5,5)7

Question 1.61: Six friends go out to lunch. The bill is $132.67. They decide to
add a 20% tip and split the total six ways evenly. What does each person pay?

Question 1.62: You walk into a pizza shop. They sell three sizes of pizza: smali,
medium, and large. All are perfectly circular, have the same thickness, and
have the same density of toppings. The price of a large pizza is equal to the
price of a medium pizza plus the price of a small pizza: Py, = Py + Ps. You
see a group of your friends already sitting in the pizza store and they have just
had one of each size pizza delivered to their table plus they have been given
one empiy box io take any leftovers home in. Each of their pizzas has been
pre~cut into (perfect) sixths. Their box is a (perfect) square. You are looking
at your friends’ uneaten pizzas and are trying to choose between ordering one
large pizza for yourself or ordering one medium pius one small for yourself.
The cost is the same, but how can you determine which choice gives better
value?!3

Question 1.63: Find all of the roots to the equation z® = 64 (including the
complex roots).

Question 1.64: A rock is dropped from the top of the Empire State Building.
At what speed does it hit the ground, and how long does it take to get there?

*With one man and three women, the answer is of similar type, but different. This question also
appears in Derman (2004, p. 104}, which is probably how i¢ drifted 1o Wall Street,

1311 the original question the pizza was not cut, there was no box, but you had a knife, I retained
the spirit of the question bui modified it because it was not, strictly speaking, able to be solved.

{£2014 Timothy Falcon Crack 20 All Righta Reserved Worldwide



2
Question 1.65: Please express the integral f(z) = [ e™%T gt in terms of
Niz) (i.e., the cumulative standard normal).

Question 1.66: What is limy.,00 (\/:::§ 4+ - z)?
Question 1.67: How do you differentiate ¥ with respect to z7

Question 1.68: Can the mean of two consecutive prime numbers ever be prime?

Story: Let me give some unorthodox advice,

1. A colleague and | were interviewing a candidate for a quant equi-
ties job in London. After a few questions about his CV, we asked him
a simple quant question. He was extremely uncomfortable. He declared
it to be “not a proper interview,” and to our amazement, he walked out
the door! He made two fatal mistakes. First, walking out meant he was
a guitter. Nobody hikes quitters. Second, he should have attempted an
answer because even if he was not suited to quant equities at my firm, we
had vacancies in other areas and we knew of vacancies at other firms, and
we would have passed his CV on if we thought he was talented--but not
if we thought he was a quitter. It is in the interviewer’s best interests to
pass good CVs around the firm and to a network of contacts outside of it
because the favor will be returned eventually. Remember, you are never
interviewing for that one job only! If the interview is going badly, then be
positive and focus on your strengths even if they are not strengths for that job!

2. 1 was being interviewed for a practitioner job I really wanted. 1
was up to about the fifth person on my schedule for the day. From the
moment this guy set eyes on me across the table I could tell he did not want
to hire me. He was 100% negative and actually looked angry! I can read
upside down, and, without him noticing, 1 quickly read the questions he
had written on my CV acress the table from me. 1 addressed his questions
before he even asked them. That surprised him! I turned the conversation
toward the markets and found some common ground. He became interested.
I made a tasteful joke. He smiled. When our half-hour was up, he
was 100% positive and I know he recommended that | be hired. There
was nothing unethical about this manipulation of interview/interviewer: |
love the markets, wanted the job, and thought the firm was a great fit for me.

3. The two stories above are about losing and winning, respectively.
I think a difference between these outcomes is mental preparation. I was
given an inexpensive book called The Dirty Dozen written by Sergeant
Major (Ret.}) Lawrence A. Jordan. Sergeant Major Jordan served a 24-year
Special Operations career with the U.8. Army Rangers and Special Forces.
His book is about dirty fighting techniques, and Chapter 2, The Winning
Mind, is about mental preparation for life-or-death hand-to-hand combat in
self defence. Although it is unorthodox of me to write this, I recommend
that vou read The Winning Mind chapter of The Dirty Dozen for interview
preparation. If you can stomach it, it may give you just the edge you need.
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Chapter 2

Derivatives Questions

A prerequisite for answering the questions in this chapter is knowledge of ba-
sic option pricing theory. I strongly recommend my book Basic Black-Scholes:
Option Pricing and Trading (Crack [2014a]) as the best resource. It provides a
firm foundation in Black-Scholes option pricing, with practical advice about op-
tion trading. See the advertisement at the end of this book, or go directly to
www.BasicBlackScholes.com. Solutions for this chapter appear in Appendix B.

Question 2.1:  All Black-Scholes assumptions hold. Assuiie no dividends. The
stock price is $100. The riskless interest rate is 5% per annum. Consider a
one-year European call option struck at-the-money (i.e., strike equals current
spot). If the volatility is zero (i.e., o = (), what is the call worth? After
valuing the call, please tell me how to hedge the call (assuming you sold it).

Question 2.2: Two standard options have exactly the same features, except that
one has long maturity, and the other has short maturity. Which one has the
higher gamma?

Question 2.3: All Black-Scholes assumptions hold. Assume no dividends. Con-
sider a standard European call and a standard European put on the same
stock. Assume that each option has the same maturity, and is struck at-the-
money {i.e., strike equals current spot). For the sake of simplicity, assume that
the interest rate is zero. Draw the payoff diagrams for each option (i.e., ter-
minal payoff to option versus level of underlying).

The put has limited downside potential and no upside; the call has unlimited
upside and no downside. Given the random direction of the stock price move-
ments between now and expiration, the disparity in potential payoffs seems to
suggest that the call should be worth more than the put. However, put-call
parity says thaf this is not so. Verify the put-call parity implications and
reconcile them with the seemingly disparate potential payoffs.

Question 2.4: For a standard European call option, draw the graph of the “delta”
as a function of current stock price, S(t).
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CHAPTER 2. DERIVATIVES QUESTIONS

Question 2.5: Assume a Black-Scholes world without dividends. Consider a
standard European call struck at-the-money {i.e., strike equals current spot}
with one year to maturity. If the interest rate is r = 0.08, is the option’s delta
greater or less than 0.57 What does it depend on?

Question 2.6: Assume a Black-Scholes world with continuous dividends. Con-
sider a standard European call struck at-the-money {i.e., strike equals current
spot) with one year to maturity. If the interest rate is r = 0.06, and dividends
are at rate p = 0.03, can you tell whether the option’s delta iz greater or less
than 0.57 What does it depend on?

Question 2.7: You are long a call option on MITCO stock. You have delta
hedged your position. You hear on the radio that the CEQ of MITCO has
just been arrested for running a massive Ponzi scheme. The stock price plunges
$10. How do you adjust your hedge (qualitatively)? That is, do you borrow
and buy stock or sell stock and lend? Explain carefully.

Question 2.8: How do you calculate an option's delta??

Question 2.9: Explain very carefully the terms N(dy) and N(dy) that appear
in the standard Black-Scholes European call option pricing formula without
dividends.?

Question 2.10: Consider the European digital option {or “binary option”) that
pays a constant H if the stock price is above strike price X at expiration and
zero otherwise. What is the price of this option, and how is it related to the
price of the standard Black-Scholes European call option? Explain carefully.?

Question 2.11: Consider the European digital option (or “binary option”) that
pays H if the stock price is above strike price X at expiration and zero oth-
erwise. How does the price of this option vary with volatility (that is, what is
g%)? Intuitively? Rigorously? Explain carefully.

Question 2.12: Compare the “delta” of a standard European call option and the
delta of a barrier option, for example a “down-and-out" call option.?

'Answer for a standard European call option (with and without dividends), and for an option
with no closed-form solution (e.g., a plain vanilla American-style put or an exotic).

*Now use this explanation to deduce the standard Black-Scholes European put option pricing
formula—if you can. Confirm that the pricing formulae verify the put-call parity relationship (with
D =0): S{t) +p(t) = () + Xe ™Y ¢ D.

This is the “cash-or-nothing” digital option. You should also be able to answer this question for
the “asset-or-nothing™ digital option (which gives you the asset if S{7T") > X and nothing otherwise).

s the answer different for an up-and-out call? Explain carefully. Incidentally, who would buy
an up-and-out call? Well, suppose you expect only limited upside on a security. H vou wish to
participate in this upside without paying for what you consider to be very unlikely further price
appreciation, then an up-and-oui-call could be just what you want (see Derman and Kani [1993,

pp- 3-4]).
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Question 2.13; (**) This is an applied theoretical option pricing problem taken
from a telephone interview. You are given three time series of continuously
compounded returns on an industry sector index: the ISI50. The time series
are daily, weekly, and monthly over the same time period.®> You are to price
a standard European call option written on the level of the ISIS0 with one
month to expiration.

You decide to use the trusty Black-Scholes model. You observe all input
variables except for the volatility term o2, Unsure of which of your three time
series to use to estimate the volatility term, you calculate the sample volatility
of each time series. You figure that the estimators (63,62,62) should be
related as 62, ~ 462, 6% ~ 2063, and &2 ~ 563. You could thus get the
monthly volatility either explicitly from the monthly estimate or implicitly
from the weekly or daily estimates. You think the daily data are most reliable
{they have the most observations).

You find, much to your horror, that 6%, > 462, 62, > 20&3, and 62 > 563. Fur-
ther investigation reveals that these differences are highly statistically signifi-
cant. Your statistical observation is thus that the monthly volatility implicit
in the daily and weekly time series is significantly smaller than the monthly
volatility in the monthly time series.

How do you price the option? Explain your reasoning carefully.®

Story: One of my students went to an interview with a big-name Wall Street
firm in New York. He was interviewed by five quantitative guys in a row.
Each interview was one hour, and there were absolutely no breaks. He had to
work through multiple quantitative problems on their blackboard. They gave
him no lunch. He was exhausted and starving by the end. He was swearing
black and blue about the “&@1#@$%’s” when he got back. He said “The
Russian” was the worst.

Question 2.14: Consider a plain vanilla American call option on a non-dividend-
paying stock. The price of the call is C(f) at time . The “intrinsic value”
of the call is max[S(t) — X, 0] (where S(¢} is stock price at time ¢, and X is
exercise price}. The excess of call value over intrinsic value is the “time value”
of the option.”

Draw a graph of the time value, C(¢t) —~ max[S{t) — X, 0], versus 5(¢). Explain
carefully the different aspects of the plot.

5Feet free to assume that one week is exactly five days, one month is exactly 20 days, and that
there are no missing observations or exchange holidays.

SHint: Begin by explaining how and why your statistical observations could arise. What went
wrong? Ask yourself whether Black-Scholes pricing is still applicable. If nof, where do you turn?

"Perhaps a more natural definition of intrinsic value is max{S(t) — Xe 7% 0] (Merton {1973,
p. 145]; Merton {1992, p. 260); Smith [1976, p. 11]). What would the plot of time value versus S(t}
Took like with this definition of intrinsic value?
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CHAPTER 2. DERIVATIVES QUESTIONS

Question 2.15: It is 10 months since you seold a one-year European call option
to a customer. You have been delta-hedging your exposure to the written call
since it was sold. The option is now well in-the-money, and the delta of your
replicating portfolio is correspondingly high (at around 0.90, say).

Suppose that you watch the underlying stock price falling gently over the last
two months of the life of the option. As the stock price falls over this time
period, what happens to the delta of the replicating portfoiio? That is, are
you buying stocks or selling stocks as you watch the stock price fall? You may
have to describe different possible scenarios—be clear on the assumptions you
make,

Story: She threw up on my desk and immediately started asking questions
about the job, like nothing had happened.

Interview Horror Stories from Recruiters
Reprinted by kind permission of MBA Style Magazine
{©1996-2014 MBA Style Magazine, wuw .mbastyle.com

Question 2.16: What do you know about jump processes and jump diffusion
processes? FExplain when the pricing formula for a call option written on an
asset whose price level follows a jump process can and cannot be derived using
the Black-Scholes/Merton no-arbitrage technique.?

Question 2.17: This question concerns the standard European cali option on a
non-dividend-paying stock. You are asked to draw three closely related graphs
as follows:

1. Please draw the graph of call price at maturity (time T') versus terminal
stock price, S(7).

2. Please draw the graph of call price at time ¢ versus the futures price
F(t,T). The futures price F(t,T) is observed at time ¢, prior to maturity.
The futures coniract and the option both mature at the same date T.°

3. Now draw the graph of call price versus stock price at time ¢, prior to
maturity.

Explain carefully the relationships between the three graphs,

8 Describe the form of the pricing formula for a European call option written on a stock whose
price level follows a jump diffusion process {using Merton's notation): ~4§5~ = {a — Ak}t + odZ + dq,
where dg = 0if the “Poisson event™ {i.e., the jump) does not oecur, dg = (¥ — 1) if the jump does
oceur, (Y — 1) is a spike producing a finite jump in stock price from § to SY, « is the instantaneous
expected rate of return on the stock, 02 is the instantaneous variance or returns assuming no jump
ceeurs, dZ is a standard Wiener process, A is the number of arrivals that you expect per unit time,
k = E{Y -~ 1) where £ is the expectation operator over the random variable ¥, and dZ is assumed
independent of the Poisson process dg (see Merton {1992, p. 313]).

“Futures on single stocks have been traded in the US since 2002. See www.OneChicago.com for
details.
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Question 2.18: Consider two FEuropean call options on the same underlying
stock. The options have fthe same strike price. Assume constant interest
rates. One option matures in one year; the other option matures in four years.
Suppose that you put 0 = 15% into the Black-Scholes formula to value the
one-year option. What value of o do you put into the Black-Scholes formula to
value the four-year option? Assume that you set T—t = 1 in the Black-Scholes
formula in both cases {i.e., one unit of time equals four years in the second
case but only one year in the first case).

Story: Some recent questions include “What do you think an investment
banker does?” Not only that, but “Do you understand the hours investment
bankers work and why?" Some of these folks look like Hell when you meet
them. Are you sure about this career choice?

Question 2.19: (***) The Black-Scholes formula is derived assuming the stock
price process S(t) follows a geometric Brownian motion: dS(t) = uS(t)dt +
oS{t)dw(t), where w(t) is a standard Brownian motion. Suppose instead that
a stock price process S{t) follows an arithmetic Brownian motion: dS(t) =
pdt + o4dw(t). Derive the pricing formula for a call option on 8(t). Please
assume that the option is at-the-money [i.e., S(t) = X], that the riskless
interest rate r = {), and that the stock pays no dividends.

Question 2.20: Interviewer: “You are fully familiar with Black-Scholes pricing
aren't you?” Interviewee: (confidently, after a slight pause) “Yes indeed.”
Interviewer: “What is the value of a three-month at-the-money (i.e., § = X)
call option on a $100 stock when the implied vol is 407 Please assume r = 0
{it is the least important ingredient anyway} and assume also that the stock
pays no dividends. You have 10 seconds to perform the calculation in your
head. Now tell me how your answer changes if it is instead a put.”

Question 2.21: A customer calls up and wants a price on a European 100-day
call option. You quote $100. He calls back a minute later and wants a quote
on the same option but with 200 days to maturity. How does the second price
quote compare to the first price quote? Explain carefully.

Question 2.22: Assume a Black-Scholes world. You have a one-year European
call option on a stock. There are no dividends, the interest rate is assumed
to be zero, and the option is struck at-the-money (i.e., strike equals current
spot). The current spot is $100. The standard deviation of terminal stock
price {conditional on current stock price) is $10.1Y Is the call price closer to
$1, 85, or $10711

14 follows that the standard deviation of continuously compounded returns is approximately
10% per annui.
111¢ the standard deviation is $20 per annum, is the call price claser to $5, $10, or $207
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CHAPTER 2. DERIVATIVES QUESTIONS

Question 2.23: You hold a 100-day European call option on a stock with implied
volatility 20. Suppose that you know right now thai tomorrow the implied
volatility will increase fo 25, but that after that it will return to 20 for the
remainder of its life. What extension to the life of the call would produce the
same change in the present value of the call as the above-mentioned single-day
increase in volatility {assuming a constant implied volatility at 20)7 That is,
other things being equal, what change in the term to maturity is equivalent
o the quoted one-day change in the implied volatility? Explain carefully.

Question 2.24: You are long a straddle with a strike of $25. The underlying is
at $25. The straddle costs you $5 to enter. What price movement are you
looking for in the underlying?

Question 2.25: You are considering two contracts: a BEurodollar futures con-
tract, with six months to maturity, selling at 5%, settled on three-month LI-
BOR, marked-to-market every day; and a Eurodollar forward contract, with
six months to maturity, selling at 5%, settled on three-month LIBOR at ma-
turity.

1. Which contract do you prefer (or are you indifferent}?
2. Do you think there is a mis-pricing?
3. If you go long one and short the other, which one should be long, and

which one should be short (or are you indifferent)?

Question 2.26: You are to value a call option using Monte-Carlo simulation. Is
it better to simulate the geometric Brownian motion {(GBM) process for the
call itself, or the GBM process for the underlying?

Question 2.27: Suppose that you hold a long position in mertgage-backed secu-
rities. If you are expecting & bond market rally, would vou be better off with
positive convexity or negative convexity?

Story: There is the old story of the candidate who Bew to London for an
interview. At the interview, the interviewer excused himself for a few min-
utes. However, before leaving he asked the interviewee to open a window.
Once alone, the interviewee discovered that all the windows were sealed shut.
Great! Michael Lewis (in his excellent book Liar's Poker) tatks about this
technique in use on Wall Street {Lewis, 1990, p. 27). He suggests that one
desperate interviewee threw a chair through Lehman's 43rd floor window in
Manhattan!

Question 2.28: What is wrong with the following strategy for hedging a short
call option: buy one share if the stock price exceeds the strike, and sell the
share if the stock price falls below the strike?

Question 2.29: How fresh is your stochastic calculus? What can you tell me
about f(;r w(t)dt, where w(t) is a standard Brownian motion?
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Question 2.30: What can you say about fOTw(t)dw(t), where w(t) is a standard
Brownian motion?

Question 2.31: {**) Suppose that IBM is trading at $75 per share. What does
it cost to construct a derivative security that pays exactly one dollar when
IBM hits $100 for the first time? Explain carefully the construction of the
security. You may ignore IBM’s dividends, assume a riskless interest rate of
zero, assume all assets are infinitely divisible, ignore any short sale restrictions,
and ignore any taxes or transactions costs.

Story: “During his interview with me, a candidate bit his fingernails and
proceeded to bieed onto his tie. When ! asked him i he wanted a Band-
Aid, he said that he chewed his nails all the time and that he'd be fine. He
continued to chew away.”

AUbREY W. HELLINGER
Chicago Office of Martin H. Bauman
Associates, New York

“Doomed Days: The Worst Mistakes Recruiters Have Ever Seen,”
The Wall Street Journal, February 25, 1935, pR4.

Reprinted by permission of The Wall Street Journal

©1995 Dow Jones and Company, Inc.

ARl Rights Reserved Worldwide.

Question 2.32: (**} The payoff to a European-style “power call” is given by
max(S* — X,0). Derive the price of a European power call option using
Black-Scholes pricing.}:3

Story: “If we offer you a job right now, will you take it?" is often used by
firms who will not make you an offer unless they know you will say yes.

Question 2.33: Why do you get a “smile” effect when you plot implied volatilities
of options against their strike prices?

Question 2.34: Is the price of a double-barrier, knock-out option {i.e. one with
both up-and-out and down-and-out barriers) just the price of an up-and-out
plus the price of a down-and-out?

Question 2.35: Describe the analytical procedure for deriving {using calculus)
the values of European digital asset-or-nothing and digital cash-or-nothing
oplions.

Y2I'ry drawing the payoff diagrams for the cases o > 1 and a < 1. Add the current call value as
a function of stock price to your diagrams.

BJarrow and Turnbull (1996, p. 175) describe a “powered option” with payoff [S(T) — X)? if
S(T} 2 X and zero otherwise. [ give the general result for the case [S(T'} - X]° in the solutions.
Try to derive it before you peek at my solutions.
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CHAPTER 2. DERIVATIVES QUESTIONS

Question 2.36: Consider an American-style double-barrier “out-in” call option.
There is an out barrier above the current stock price (an “up barrier”) and an
in barrier below the current stock price (8 “down barrier”). This option has
a payoff only if all three of the following events happen: first, the stock price
path includes a fall in price below the down barrier {i.e., the option is “knocked
in"); second, the stock price path does not include a rise in price above the
up barrier (i.e., the option is not “knocked out”}; and third, the option is
exercised when the stock price is above the strike (i.e., the option is in-the-
money at exercise}. This option is both path-dependent and American-style.
Is there an easy technique for valuing the option?

Question 2.37: Suppose gold prices follow a Gaussian process.!? The current
price of gold is $400. The riskless interest rate is zero. The volatility of gold
in dollar terms is ¢ = $60 per annum. What is the value today of a digital
cash-or-nothing option that pays $1 million in six months if the price of gold
is at or above $4307

Story: Here is a quirky thinking question from Section 5.5: “How many
ping-pong balls can you fit in a jumbo jet (e.g., Boeing 7477

Question 2.38: (**) What is the value of a perpetual (i.e., potentially infinitely
lived} American put option?

Question 2.39: Let “L” denote the three-month US dollar LIBOR rate. Consider
an interest rate swap arrangement where Party A pays L to Party B, and Party
B pays 24% — 2 x L to Party A. Can you reverse engineer this deal and express
it in simpler terms?

Question 2.40: If an option is at-the-money, about how many shares of stock
should you hold to hedge the option?

Question 2.41: Compare the price of an option on a stock if the stock price
follows mean reversion versus if the stock price does not,

Question 2.42: When can hedging an options position make you take on more
risk?

Question 2.43: How do you hedge a written put on a stock if you can neither
short any stock nor use options on any stock?

Question 2.44: Another pizza question! You order a pizza for six people. The
diameter of the pizza is 12 inches. What would the diameter have to be to
feed eight people? Yes, this is a derivatives question.

Question 2.45: When do you want to be short a put option on IBM stock?

Y his is an arithmetic Brownian motion. ‘The future price of gold is thus assumed to be normally
distributed {not lognormally as per Black-Scholes).
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Question 2.46: You own two pieces of land—a huge field in Arizona and a tiny
piece of beach in Florida. The field in Arizona is idle; you have no plans to
develop the land in any way. The tiny beach in Florida is very popular. In
fact, it is so popular that you charge a small entrance fee for beachgoers.

The government has offered to buy the Arizona field for $1 million. Your
neighbor has offered to buy the Florida beach for §1 million as well. Other
things being equal, which piece of land has the higher forward price?

Question 2.47: You have 30 days of “representative” stock price data. How do
you calculate historical volatility 42 to use in Black-Scholes?

Question 2.48: Suppose a “top issuer” (i.e., highest-rated financial institution
used as a reference in setting the swap curve) issues a corporate bond for
itself valued at 100. The issuer then re-prices this bond using the swap curve.
What price de they get (100, above 100, or below 100)? To clarify, they fix the
coupon rate of the bond so that it is priced at par, and then they try pricing
this same bond by discounting those previcusly set coupons using the swap
curve, Is the answer par, above par, or below par?

Question 2.49: Suppose I don’t know any mathematics. How do you explain to
me why you use the riskless rate instead of the required return on the stock
to derive the Black-Scholes formula?

Question 2.50: Are you better off using implied standard deviation or historical
standard deviation to forecast volatility?

Question 2.51: According to Black-Scheles, which is more valuable: a European
call option that is 10% out-of-the-money, or a European put option that is
10% out-of-the-money?

Question 2.52: Why are theta and gamma of opposite signs? Are they always
of opposite signs?

Question 2.53: Suppose that the riskless rate is zero. Suppose that a stock is at
$100, and one year from now will be at either $130, or $70, with probabilities
0.80 and 0.20 respectively. There are no dividends. What is the value of a
one-year European call with strike $§1107

Question 2.54: (**) Find a formula for the European-style “product call” with
payoff max(S; x Sy — X, 0}, where §) and Sy are the prices of assets following
geometric Brownian motions with correlated random increments. All other
Black-Scholes assumptions apply.

Question 2.55: Are Asian options cheaper or more expensive than plain vanilla
European-style options?
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CHAPTER 2. DERIVATIVES QUESTIONS

Story: One of my students was asked to “Describe the best party you have
ever been to.” She said this big-name Wall Street investment bank was
looking for “fun loving” people.

Question 2.56: When can a plain vanilla American-style call be treated as a
FEuropean-style one? When can a plain vanilla American-style put be treated
as a Buropean-style one?

Question 2.57: How many nodes are there in a recombining binomial tree with
N time steps? How many nodes are there in a non-recombizning binomial tree
with N time steps?

Question 2.58: You have inside information that a foreign stock will rise for
sure. You can legally frade in the foreign market without being subject to any
insider trading rules. You can trade the stock, a forward on the stock, futures
on the stock, or options on the stock. Assume interest rates are zero, there
are no transactions costs, the exchange rate will not move, and there are no
restrictions on trading the derivatives. What trade should you put on if you
can only go long these instruments?

Question 2.59: (**) A call option is priced at ¢ today. What is the expected
price tomorrow?

Question 2.60: (**) If in Question 2.59 you answered that the expected call
price tomorrow is higher than today’s call price, then how do you reconcile
vour answer with time decay? That is, how do you reconcile a positive expected
return with negative theta?

Story: A friend in the City of London was interviewing a candidate for a
position on & credit derivatives quant team. On asking the candidate why he
moved out of theoretical physics, he replied: “Why does a bank robber rob a
bank?" After asking him several probabilistic dice questions, the candidate
replied: “I can’t be bothered with this shit.” On asking him why he left his
previous job, he replied: “Because they were a bunch of @#@8%s.” This is
a true story!
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Chapter 3

Other Financial Economics
Questions

As a prerequisite to answering the questions in this chapter, it is expected that
you have completed an introductory course in financial economics (or equivalent
independent study}. You also need a good deal of common sense. Solutions for this
chapter appear in Appendix C.

Question 3.1: Consider the following game: a player tosses a fair coin until a
head appears: if the head occurs on the k* toss, the player gets a payoff of
$2% . and the game ends.!

1. What is the fair value of the game? That is, what is the expected payoff
to a player?

2. A very important customer is on the line and wants you to quote him a
bid-ask spread for exactly one play of the game. “Hurry up, { haven't
got all day!” You have 15 seconds.

Question 3.2: If the standard deviation of continucusly compounded annual
stock returns is 10%, what is the standard deviation of continuously com-
pounded four-yvear stock returns?

Question 3.3: From the term-structure of interest rates, you see that the five-
vear spot rate is 10% per annum and the 10-year spot rate is 15% per annum.
What is the implied forward rate from year 5 to year 107

Question 3.4: Explain carefully the difference between the “yield” on a bond
and the “rate of return™ on a bond.

Question 3.5: What is “chaos theory”? Cazn you use it to predict stock returns?
I so, how?

I"This game is over 250 years old and is known as the “St. Petersburg Game.” It is quoted by
Daniel Bernoulli ([Latin version 1738]; [English translation 19541).
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Stery: One of my students who got a job at a large muiual fund company
described his firm's working environment as foliows: “Dig a hole, fill the hole
with water, fiil the water with sharks, and promote anything that crawis out
alive.”

Question 3.6: Draw the graph of bond price versus yield-to-maturity. Why is
the curve convex??

Question 3.7: The Capital Asset Pricing Model {CAPM) says that the plot of
E(r) versus 3 is an upward sloping line through (0, r7)and 1, E{ras)] {ie., the
Security Market Line [SML]). Suppose, however, that when you plot average
returns against estimated betas you find something else, Which of the follow-
ing two scenarios is most likely?

1. An upward sloping curve beginning at (0, rs}, wholly above the theo-
retical SML, initially more steep than the SML, but eventually roughly
parallel to the SML

2. An upward sloping curve beginning at (0, ry), wholly below the theo-
retical SML, initially less steep than the SMIL, but eventually roughly
parallel to the SML

Which CAPM assumptions {(if any) are violated by the above two scenarios?

uestion 3.8: From the term-structure of interest rates, you see that the two-
hi
year spot rate is 7.60% per annum, and the one-year spof rate is 7.15% per
aAnnuIm.

What is the implied forward rate for the second year?

Question 3.9 Consider a six-month forward contract on a 10-year riskless dis-
count (zero-coupon} bond.

1. Is the bond selling at a forward premium or a forward discount?

2. Does your answer change if the bond is a riskless coupon bond (assume
the coupon rate exceeds the current risk-free rate)?

Question 3.10:  You believe that the yield curve is going to steepen very soon. It
may be a fall in short-term rates, a rise in long-term rates. or some combination
of these. What strategy should you pursue in the bond market to position
yourself to profit from your beliefs?

2Can you give economic intuition for this convexity? What about mathematical intuition?
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Story: Many people are asked: “Are you married? What religion are you?
3o you have children? What does your spouse do? How is your family?
Where were you born? How old are you?" These are legal questions in the
US, but discriminating on the basis of the answers is not legal. So, most
emplovers avoid even the hint of possible discrimination. Nevertheless, you
should be prepared to answer these questions.

Question 3.11: Define “duration” and “convexity.” Describe their properties
and uses.

Question 3.12: Describe briefly the GARCH(1,1} model in qualitative terms.
Now write down the formal GARCH(1,1) model and explain each term care-
fully.?.

Question 3.13: You have a long position in a $100 million 30-year bond. What
can you do to limit your exposure to only $50 million?

Question 3.14: (**) You hold an 8% coupon, 30-year, $1,000 par, Mexican
Brady bond. Interest rates in Mexico do not change. Interest rates in the
US increase by 1%. What is the change in the price of your bond? Make any
necessary assumptions.

Question 3.15:  You construct a yield curve for {coupon-bearing) treasuries. A
particular five-year corpeorate zero-coupon bond has a default risk premium
of 1% over the level of your treasuries yield curve at the five-year mark. You
believe that the yield curve is going to flatten in such a way that the default
risk premium of the five-year corporate zero remains constant (short-term
rates rise, long-term rates fall, and the yield on the five-year coupon-bearing
treasury and five-year corporate zero remain unchanged).

What strategy should you pursue using the five-year zero.coupon corporate
hond and treasuries to position yourself to profit from your beliefs?

Question 3.16: The five-year interest rate is 10%, and the 10-year interest rate
is 15%. You conclude that the forward rate from year 5 to year 10 is approx-
imately 20%. Explain, using plain English, why the forward rate has to be
higher than the 20% approximate value mentioned above.

Question 3.17: Here is a simple game. You get to toss a fair coin now. If it
is heads, you get seven dollars 18 months from now. If it is tails, you lose
two dollars immediately. The one-year interest rate is 12% per annum. The
two-year interest rate is 18% per annum.

How much are you prepared to pay to play this game?

INote that GARCH is an acronym for Generalized AutoRegressive Conditional Heteroskedas-
ticity. How do you estimate the model? Why was it introduced?
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Question 3.18: There are 20 traders in a room. They trade in 100 stocks. They
trade for their own accounts and only amongst themselves—it is a “closed
economy.” Halfway through their morning trading session, a group of SEC
officials arrives and announces that one of the traders has inside information
on one stock and has been trading on it. The trader is not yet identified. The
SEC officials seat themselves in the room to watch. What happens to trading
volume after the SEC announcement? Explain carefully.

Story: One interviewee was asked, “If you are holding a dinner party, and
you can invite any three dead people (presumably resurrected), who would
you choose? Please do not choose any relatives.” Give it some thought.

Question 3.19: Two stocks have the same expected return. One has standard
deviation of returns of 20%, and the other has standard deviation of returns of
30%. The correlation between their returns is 50%. How do I allocate money
between these so as to minimize my risk.

Question 3.20: The same question as Question 3.19 but with variance or returns
10% and 40%, respectively, and correlation 50%.

Story: “One cocky job candidate interviewed with several male managers at
a major bank before being ushered into an interview with a female manager.
He sat across from her, put his feet on her desk and said, ‘Get me a Coke.' "

MICHAEL ZWELL
Michael Zwell & Associates, Chicago

“Doomed Days: The Worst Mistakes Recruiters Have Ever Seen,”
The Wall Street Journal, February 25, 1995, pR4.

Reprinted by permission of The Wall Street Journal

{©1995 Dow Jones and Company, Inc.

All Rights Reserved Worldwide.
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Chapter 4

Statistics Questions

The only prerequisites for answering the statistics questions in this chapter are
elementary statistical skills, Solutions for this chapter appear in Appendix D.

Question 4.1: Suppose we draw two random numbers X and Y each distributed
uniform on the interval [0, 1]. If X and Y are independent, what is the prob-
ability that their product is greater than 1/27

Question 4.2: Consider the following game. The player tosses a die once only.
The payoff is $1 for each “dot” on the upturned face. Assuming a fair die, at
what level should you set the ticket price for this game?

Question 4.3: [ am going to toss four coins. You are going to toss five coins.
You win if you get strictly more heads than T do. What is the probability that
you win?

Question 4.4: 1 will roll a single die no more than three times. You can stop me
immediately after the first roll, or immediately after the second, or you can
wait for the third. { will pay you the same number of dollars as there are dots
on the single upturned face on my last roll {roll number three unless you stop
me sooner). What is your playing strategy?}

Story: One of my MIT studenis was excepiionally well qualified. He was
also one of the nicest guys I have ever met. He was quiet and soft-spoken.
He was very understated (the kind of guy you might not notice). His starting
salary at a big-name Wall Street firm was about four times the average MIT
starting salary that year. The moral of the story: I don’t care how hot you
think you are-—brains wins.

1If you were running this game, how much would you charge players for repeated plays of the
game? Suppese instead an amended game is played: [ roll a single die three times without pause,
and the payoff to the player is the maximum of the three rolls, What is the expected payoff to
the player? Can you tell up front whether the original or amended game has the higher expected
payoff?
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Question 4.5: The correlation between X and Y is p. What is the correlation
between X + 5 and Y7 What is the correlation between 5X and Y7

Story: One interviewee told me that the interviewers aim to put you under
as much pressure as possible, and that “you never know when they are going
to bring out the guy in the chicken suit.”

Question 4.6: (**} Two sealed envelopes are handed out. You get one and your
competitor gets the other. You understand that one envelope contains m
dollars, and the other contains 2m dollars (where m is unstated).?

1. If you peek into your envelope, you see $X. However, you do not know
whether your opponent has $2X or S%X . Without peeking, what is your
expected benefit to switching envelopes? What is your opponent’s ex-
pected benefit to switching envelopes {assuming your opponent sees §Y)7
Should you switch? If you do, do you do it again for the same reason
(assuming neither of you peeked)?

2. Suppose that you both peek into your envelopes initiallyy. What is the
payoff to switching? Should you switch? If you do, do you do it again
for the same reason?

Question 4.7: They call this the “World Series” problem in the US. Sports teams
“A” and “B” are to play each other until one has four wins and is declared
the series winner. You have $100 to bet on Team A to win the series. You
are, however, only allowed to bet on individual games, not the final outcome
directly, and, you must bet a positive amount on each game. So, if Team A
wins the series, you must walk away with $200, but if Team A loses the series,
you must walk away with zero, and you must do so having placed a non-zero
bet on every game. Your best assessment is that Team A has a 70% chance
of winning any game and Team B has a 30% chance. How do you place your
bets?

Question 4.8: You have three children, but only one apple. You want to toss a
fair coin to determine which child gets the apple. You want each child to be
equally likely to get the apple. What is your strategy?

Question 4.9: A follow up question to Question 4.8: What is the expected num-
ber of tosses needed to complete this strategy?

Question 4.10: Another follow up question to Question 4.8: You have a fair coin
and you want to simulate an event that has probability 1/3, and an event that
has probability 2/3. How do you do it?

Question 4.11: You and I are to play a game. You roll a die until a number
other than a one appears. When such a number appears for the first time, 1

ZI'his problem is over 48 years old and is known as the “Exchange Paradox.”
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pay you the same number of dollars as there are dots on the upturned face of
the die, and the game ends. What is the expected payoff to this game?

Question 4.12: You are dealt exactly two playing cards from a well-shuffled stan-
dard 52-card deck. The standard deck contains exactly four Kings. What is
the probability that both of your cards are Kings?

Story: It is many years ago now, but I know of a well-qualified MIT student
who got a job offer of §X from a well-known firm {a good offer at that time).
He declined, telling them that they had misjudged him. They called him
back a couple of days later and offered him $X x 1.67 instead! Amazing! He
took the job.

Question 4.13: (**) This is one version of the famous “Let’s Make a Deal” or
“Monty Hall" game show question. Ii is your turn $0o be on a weekly game
show. There are three doors. You know that there is a prize behind one of
them, and nothing behind the other two. The game show host tells you that
you shall receive whatever is behind the door of your choice. However, before
you choose, he tells you that he knows the actual location of the prize, and he
promises you that rather than immediately opening the door of your choice to
reveal its contents, he will first open one of the other two doors to reveal that
it is empty. He will then give you the option to change your mind and instead
choose the remaining door that he did not open.

You may assume that whoever set up the doors and prizes placed the prize
uniformly randomly behind a door {i.e., each door had an equal probability
of being chosen as the prize location). You may assume that if you initially
choose a door that has the prize, then the host is uniformly random in revealing
one of the two remaining doors as empty. You may assume that the host must
reveal an empty door.®

You choose Door 3. He opens Door 2 and reveals that it is empty. You now
know that the prize lies behind either Door 3 or Door 1. Should you switch
your choice $o Door 17

I strongly recommend that you not lock at the answer until you have done
your best.

Question 4.14: (**) Now we will ask you the same question as the previous
one, except that when it comes time for the host to reveal an empty door,
he instead selects someone from the audience who chooses randomly and by
chance chooses a door that is revealed to be empty. Should you switch?

Note: There are two ways to interpret this question. You could assume that
the game can be played repeatedly with an audience member always revealing

5You can imagine variations of the problem where the host is not required to open another door
if doing so helps you, or where he does not open doors with equal likelihood. The solution may
differ in those cases.
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a door to be empty, or you could assume a one-off game where the audience
member (ignorant of the prize’s location) just happens to have chosen an
empty door. Try answering both.

Story: A student interviewing with a top bulge bracket firm was asked how
he would move Mount Fuji. One of my colleagues suggested the answer “Call
Mohammed."

Question 4.15: You are presented with two empty jars and 100 marbles on a
table. There are 50 white marbles and 50 black marbles. You are to put all
100 of the marbles into the two jars in any way you choose. I will then blindfold
you. [ wili shake the jars up to ensure good mixing, and I will rearrange the
placing of the jars on the table so that you do not know which one is which.
You may then request either the “left-hand” or the “right-hand” jar. You get
to choose exactly one jar, you are allowed to withdraw at most one marble
from the jar, and you do not get a second chance if you are unhappy with your
choice.

How many of each color marble should you place in each jar to maximize the
probability that your blindfolded random draw obtains a white marble??

Question 4.16: (***) Your name is Mr. 10. You are standing in a field with
two opponents: Mr. 30 and Mr. 60. Each of you has & gun and plenty of
ammunition, Each of you is in clear sight of the others and well within firing
range. The goal is to maximize the probability of survival. Unfortunately, vou
are not a very good shot. If you take a shot at one of your opponents. you
have only a 10% chance of killing him. Mr. 30 is a better shot; he has a 30%
chance of killing whomever he shoots at. Mr. 80 is even betier; he has a 60%
chance of killing his target. You take turns shooting in a pre-arranged order:
first you, then Mr. 30, then Mr. 60, and then through this cycle again and
again until only one person remains.

You get to shoot first. At whom do you shoot?”

Question 4.17: Basketballl Your team is down two points, you are the best
player, and you have the ball. There are only a few seconds left before the
buzzer. You can take & shot from three-point land or move up and take one
from two-point land. Historically, you have a 40% probability of getting the
shot in from three-point land and a 70% probability of getting the shot in from
two-point land.

Should you try for the three-point shot (a certain win if you make it), or
should you try for the two-point shot? Note that a two-pointer produces a tie

“Can you answer the same guestion except that you are to minimize the probability of a white
marble? Does minimizing the probability of a white marble maximize the probability of a black
one?

SDoes the answer change if the order is first you, then Mr. 60, then Mr. 30, then you, and so
on?
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and puts you into overtime. We assume your team has a fifty-fifty chance of
winning in overtime.

Question 4.18: I will spin a fair roulette wheel with only five sections. Four of
the five sections pay $1; the fifth pays $5.

1. If the cost is $1.50 per spin, and you may play as often as you want,
should you play the game?

2. If the cost is $1.50 per spin, and you may play exactly once, should you
play the game?

Question 4.19: If you like gambling and you like betting on the outcome of sports
matches, then you may like the “parlay card.” A parlay card lets you bet on
the outcomes of more than one match. In order to win a parlay bet, you must
be correct on each of the matches you bet upon. Parlay cards offer big payoffs
if you are right on every match (some even offer a payoff for “almost wins”}.

Suppose that vour bookie will give you 18-to-1 odds for a parlay bet that
covers four sports matches (with no almost wins). Should you take the bet?®

Question 4.20: What is the standard deviation of (1,2,3,4,5)7

Question 4.21: Welcome to your interview. Sit in this chair. Excuse me while
I tie your arms and legs to the chair. Thank you. Now we are going to play
“Russian roulette.” I have a revolver with six empty chambers. Watch me as
I load the weapon with two contiguous rounds (i.e., two bullets side-by-side in
the cylindrical barrel). Waich me as I spin the barrel. 1 am putiing the gun
against your head. Close your eyes while I pull the trigger. Click! This is your
lucky day: you are still alive! Our game differs from regular Russian roulette
because I am not going to add any bullets to the barrel before we continue,
and I am not going o give you the gun.

My question for vou: I am going to shoot at you once more before we talk
about your resume. Do you want me to spin the barrel once more, or should
I just shoot?

Question 4.22: You have a large jar containing 999 fair pennies and one two-
headed penny. Suppose you pick one coin out of the jar and flip it 10 times
and get all heads. What is the probability that the coin you chose is the
two-headed one?

Question 4.23: Four cards are shuffled and placed face down in front of you.
Their faces (hidden) display the four elements: water, earth, wind, and fire.
You are to turn the cards over one at a time until you either win or lose. You
win if you turn over water and earth. You lose if you turn over fire, What is
the probability that you win?

SShould you take the bet if the odds are 25-to-17
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Story: “In his first meeting with me, a candidate made himself a littie
too comfortable. Not only did he liberally pepper his conversation with
profanities, he also pulled his chair right up to the edge of my desk and
started examining papers and knickknacks.”

NiNA PROCT
Martin H. Bauman Associates, New York

“Doored Days: The Worst Mistakes Recruiters Have Ever Seen,”
The Wall Street Journal, February 25, 1995, pR4.

Reprinted by permission of The Wall Street Journal

©1995 Dow Jones and Company, Inc.

All Rights Reserved Worldwide.

Question 4.24: Two players A and B play a marble game. Each player has both
a red and a blue marble. They present one marble to each other. If both
present red, A wins $3. If both present blue, A wins $1. If the colors do not
match, B wins $2. The winnings come from an external source, not from the
other player.

Is it better to be A, or B, or does it matter?

Question 4.25: A coin-making machine produces pennies. Each penny is man-
ufactured to have a probability P of turning up heads. However, the machine
draws P randomly from the uniform distribution on [0, 1} so P can differ for
each coin produced. A coin pops out of the machine. You flip it once, and it
comes up heads. Given this information, what is the (conditional} distribu-
tion function Fpjg(p) for the probability of a head for that coin (where “H”
denotes conditioning on the head)?

What is the (conditional) distribution function for the probability of a head if
you flip the coin 1,000 times and get 750 heads?

Question 4.26: Suppose that X is distributed normal with mean 0 and variance
o?. What is E(eX)?

Question 4.27: Two games are offered to you. In Game One, you roll a die once
and you are paid $1 million times the number of dots on the upturned face of
the die. In Game Two, you roll a die one million times. For each roll you are
paid $1 times the number of dots on the upturned face of the die. You are
risk averse. Which game do you prefer?

Story: 1. Tock a brush out of my purse, brushed his hair and left. 2. Pulied
oui a Polaroid camera and snapped a flash picture of me. Said he collected
photos of everyone who interviewed him. Interview Horror Stories from Re-

cruiters
Reprinted by kind permission of MBA Style Magazine
©1996-2014 MBA Style Magazine, www.mbastyle.com
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Question 4.28: What is the expected number of tosses of an unfair coin needed
to get two heads in a row (assume probability p of a head)? Same question
with three heads in a row.

Question 4.29: In a survey of 1,000 people, 60% said they would vote for Can-
didate A for president (and 40% said they would vote for someone else). How
can you calculate a margin of error on the 60% estimate?

Question 4.30: A disease occurs with probability 0.5% in the population. There
is a test for the disease. If you have the disease, the test returns a positive for
sure. If you do not have the disease, the test returns a false positive 7% of the
time. A random stranger is given the test and if returns a positive. What is
the probability that the stranger has the disease?

Question 4.31: How many different ways can you invest $20,000 into five funds
in increments of $1,0007 For example, one way to do it is

(30; $4,000; $1,000; $2,000; $13,000).

Question 4.32: {**) You are making chocolate chip cookies. You add N chips
randomly to the cookie dough, and you randomly split the dough into 100
equal cookies. How many chips should go into the dough to give a probability
of at least 90% that every cookie has at least one chip?

Question 4.33: You will roll a fair die until the game stops. The game stops
when you get a 4, 5, or 6. For every number 1, 2, or 3 you have thrown
your score increases by +1. If the game stops with a 4 or 5, you get paid the
accumulated score. If the game stops with a 6 you get nothing. What is the
expected payoff of this game?

Question 4.34: Consider four boxes in a row numbered 1, 2, 3, and 4. You start
with a pebble in Box 1. We toss a fair coin. If it is heads you move the pebble
forward one siep to Box 2, but if it is tails you move the pebble forward two
steps to Box 3. Then we toss the coin again. If it is heads, you move the
pebble back to Box 1, but if it is tails you advance it to Box 4. If you reach
Box 4 the game is over. If you are back in Box 1, however, then we toss again
following the same rules. What is the expected number of coin tosses it will
take to reach Box 4?7

Question 4.35: Take a stick and break it randomly into three pieces {i.e., two
randomly placed breaks on the stick). What is the probability you can form
a triangle from the pieces?

Question 4.36: (**) A variation on the previous question: What is the expected
length of the longest piece?”

7...and what about the expected length of the shortest piece? ...or the medium piece?
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Question 4.37: I tell you that I have two children and that one of them is a girl
(I say nothing about the other). What is the probability that I have two girls?
Assume that boys and girls are equally likely to be born and that the gender
of one child is independent of gender of another.

Question 4.38: T tell you that I have two children and that one of them is a
girl (I say nothing about the other}. You knock on my front door and you
are greeted by a girl who you correctly deduce to be my daughter. What is
the probability that I have two girls? Compare and contrast your answer to
the answer to the previous question. Assume that boys and girls are equally
likely to be born and that the gender of one child is independent of gender of
another.

Question 4.39: You and I are to meet tomorrow under the big clock at the train
station. We have agreed to meet somewhere between 1PM and 2PM. We have
agreed that each of us will wait no more than 15 minutes for the other, and
that neither of us will arrive before 1PM or remain after 2pM. What is the
probability that we will actually meet?

Story: “Every morning I see job candidates who spend a day here. 1 talk to
them, answer questions about our company, tell them whom they'll interview
with, and send them off. At the end of ihe day, when they come back,
I determine whom they'd most like to work for, brief them on employee
benefits, and tell them what happens next. | went through the morning
ritual recently with one voung candidate and then told him I'd see him about
4p.M. ‘I don’t want to come back here,’ he sald, quite emphatically. ‘T've
already talked to & guy I know who has been here before, and he told me
everything you're going to tell me.” ®

Ep GuLICK
Recruiting Coordinator, Sandia National
Laboratory, Albuquerque, N.M.

“Doomed Days: The Worst Mistakes Recruiters Have Ever Seen,”
The Wall Street Journal, February 25, 1995, pR4.

Reprinted by permission of The Wall Street Journal

©1995 Dow Jones and Company, Inc.

All Rights Reserved Worldwide,
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Chapter 5

Non-Quantitative Questions

You probably picked this book up for the same reason I wrote it: you like solving
quantitative problems. If you are anything like me, you probably hate those invasive,
wishy-washy, touchy-feely, namby-pamby, non-quantitative interview questions that
you cannot solve using mathematics. If you have prepared for the quantitative
questions, but you are dreading those wishy-washy, non-quantitative ones, then you
need to read this chapter.’

Some of these questions have a single correct answer {great!). Others are roughly
what you might expect in some sort of Freudian couch session after having been
arrested for machine-gunning all the bag boys in your local supermarket. Some of
the questions depend upon knowledge of financial management; others depend upon
how many drinks you had at that last party you went to (and you might not get the
job if you did not have any drinks at the last party or if you do not go to parties).

Speaking of parties, { saw some guy turn up to an interview without a tie, and
another turned up wearing white shoes. You are not expected to own a $5,000 suit,
but you are expected to look sensible, not like you are going to a retro 1970’s party.

My non-quantitative questions are broken into five categories: Questions About
You, Questions About Your Job Awareness, Questions About the Markets or The
Economy, Questions About Financial Management, and “Thinking Questions.” In
the rare cases where I deem an answer necessary, the question is labeled with an
“(A})," and its suggested answer appears in Appendix E.

This chapter benefited very much from interview questions collected by second-
year MBA students at MIT’s Sloan School of Management and MBA students at
Indiana University. I also thank many interviewers at investment banks for sharing
their questions with me.

'As mentioned in the introductory chapter, you can buy interview books containing general
non-guaniitative questions. However, these books do not cover finance-related non-quantitative
questions or the quirky questions unique to investment banking interviews. Of these interview
books, | recommend Fry (2009). He presents non-quantitative questions and weighs up good and
bad responses.
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CHAPTER 5. NON-QUANTITATIVE QUESTIONS

5.1 Questions about You

Question 5.1.1: Tell me about yourself.
Question 5.1.2: Walk me through your resume,
Question 5.1.3: What are your career goals? How will you achieve those goals?

Question 5.1.4: What do you see yourself doing in five years? Is this different
from what you imagined when you entered the degree program at your college
(if so, how s0)7?

Question 5.1.5: Describe your life experiences, explaining any major decisions
you have made to date.

Question 5.1.6: What two or three accomplishments have given you particular
satisfaction over your lifetime?

Question 5.1.7: Tell me in detail what you did while working for this company
(that appears on your resume;).

Question 5.1.8: How would you valuze yvourself in financial terms?
Question 5.1.9: How do you evaluate your success or the success of others?

Question 5.1.10: How would you describe yourseif? BHow would your friends
describe you? How would a former supervisor describe you?

Question 5.1.11: What is your greatest sirength?

Question 5.1.12: Describe a situation where you successfully sold your ideas.
Question 5.1.13: What is your greatest weakness?

Question 5.1.14: What areas of your performance need improvement?

Question 5.1.15: Why shouldn't we hire you? ...a tough spin on the traditional
“what is your greatest weakness" question.

Question 5.1.16: Tell e something you tried but ended up quitting on.
Question 5.1.17: What is the biggest risk you have taken in your life?

Question 5.1.18: Rate yourself on a scale of 1 to 10 on the type of risk taker
vou are. Tell me why and give examples to support your claims.

Question 5.1.19: Tell me about a goal you set for yourself in the past that turned
out to be either too easy or too hard to achieve. What did you learn from the
situation?

Question 5.1.20: What distinguishes you from other candidates we might hire?
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Question 5.1.21: What do you do for fun?
Question 5.1.22: Describe the best party you have ever been to.
Question 5.1.23: What is the biggest investment mistake you have ever made?

Question 5.1.24: Tell me about a time when you had fo deal with a highly
ambiguous situation. What did you do? How did vou deal with it?

Question 5.1.25: Please describe an ethical dilemma you have faced at work,
and tell ;e how vou handled the situation.

Question 5.1.26: How good are your writing skills? Please give me some con-
vincing evidence.

Question 5.1.27: If you could go on a cross-country car irip with any three
peopie, who would you choose?

Question 5.1.28: If you were holding a dinner party, and vou could invite any
three dead people {presumably resurrected), who would you choose? Please
do not choose any relatives.

Question 5.1.29: Why did you decide to apply to your MBA college? Did you
apply to other MBA programs (if so, which ones and why)?

Question 5.1.30: What do you do if the “picture-in-picture” does not work on
your television? Yes, one of my students was asked this in a banking inferview!

Question 5.1.31: How would you evaluate your experiences at your MBA col-
lege?

Question 5.1.32: What are the strengths and weaknesses of your MBA program?

Question 5.1.33: Describe a situation in which you had to make a decision based
on very little information.

Question 5.1.34: Tell me about a situation when vou were chosen as a leader by
the members of your group.

Question 5.1.35: Repeat the conversation fhat you had with your team maites
when things did not go well in your group.

Question 5.1.36: What have vou enjoyed most about vour experiences at yvour
MBA college? What would you change?

Question 5.1.37: What is your GPA at your college? What about your GMAT
score?

Question 5.1.38: Which courses did you enjoy most at your MBA college (and
why)?
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CHAPTER 5. NON-QUANTITATIVE QUESTIONS

Question 5.1.39: How has your course work at your MBA college helped you to
develop skills relevant to this job?

Question 5.1.40: What has been most difficult for you at your MBA college,
and how have you dealt with it?

Question 5.1.41: How much of your education did you personally fund?

Question 5.1.42: How do you spend your time outside of school and work? How
do you balance your life?

Question 5.1.43: Describe your typical day.

Question 5.1.44: Are you innately intelligent, or do you have to work really
hard?

Question 5.1.45: At interview end: “Is there anything important you have not
had a chance to tell me?”

Question 5.1.46: At interview end: “Do you have any questions you would like
to ask me?” You must have questions; Candidates with no questions appear
unmotivated /uninterested. Saying no is like slapping your interviewer in the
face. That is no way to end the interview! Your questions must be ones whose
answers cannot be found easily online. For example, “What is the biggest
challenge facing your division over the next two years?” “Why did you jein
the company?,” “What do you personally find most satisfying about working
for this company?”

Story: “During a lunch interview with me, a candidate ordered a bowl of
French onion soup. When he started to eat the layer of cheese on iop, it
became siringy, and with his hands he iried to pull the strings of cheese
apart. He pulled at those sirings of cheese for a Fo-n-g time.”

AuDREY W. HELLINGER
Chicago Office of Martin H. Bauman
Assgociates, New York

Ll

“Doomed Flays: The Worst Mistakes Kecruiters Have Ever Seen,
The Wall Street Journal, February 25, 1995, pR4.

Reprinted by permission of The Wall Street Journal

©1895 Dow Jones and Company, Inc.

All Rights Reserved Worldwide.

5.2 Questions about Your Job Awareness

Question 5.2.1: What do you know about us? What makes us different that
appeals to you?
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5.2, QUESTIONS ABOUT YOUR JOB AWARENESS

Question 5.2.2: How does this position in this company fit into your career
development plans? What other career options are you considering?

Question 5.2.3: Why do you want to work for this employer?

Question 5.2.4:  Sell yourself to me. Prove to me that you are someone I should
seriously consider for our firm.

Question 5.2.5: What motivates you to put forth your best effort? What type
of work environment brings out your best effort?

Question 5.2.6: What rewards do you seek from work? What rewards do you
seek from this particular job (or company)?

Question 5.2.7: Tell me about a recent deal our company did. Walk me through
the details of the deal.

Question 5.2.8: Why are you not better matched with Firm X (our competitor)?

Question 5.2.9: Do you have any geographical preferences? What are your
thoughts about travel or relocation?

Question 5.2.10: What do you see yourself contributing to our organization,
both in the short term and in the long term?

Question 5.2.11: What other companies are you interviewing with, and how do
we compare?

Question 5.2.12: {A) What do you think of our tombstone in today's Wall Street
Journal?

Question 5.2.13: Why fixed income rather than equities?

Question 5.2.14: What do you think it takes to be successful in this position (or
this organization)?

Question 5.2.15: Why do you want to work as a trader?
Question 5.2.16: What do you think traders do?

Question 5.2.17: If you were in my position, interviewing candidates for this
position, what qualities wounld you seek? How would you evaluate candidates?

Question 5.2.18: Describe the best boss you have ever had. How would you
define the qualities of a good manager?

Question 5.2.19: What do you think an investment banker does?

Question 5.2.20: Do vou understand the hours investment bankers work and
why?
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CHAPTER 5. NON-QUANTITATIVE QUESTIONS

Question 5.2.21: Describe how you build relationships in a new job.

Question 5.2.22: Imagine you have received three job offers. How will you decide
which one to accept?

Question 5.2.23: I you were to get two other job offers in addition to one from
us, from which firms would they most likely come, would you take them, and
why?

Question 5.2.24: Some people say investment banking is not value adding. How
do you refute that?

Question 5.2.25: Imagine you are giving a presentation to a client and they tell
you your numbers are wrong. What would you do?

Question 5.2.26: If we offer you a job right now, will you take it?

Question 5.2.27: (A) With your abilities, you seem to not fit in this position
(or this firm). Perhaps you should consider a job in ...

5.3 Questions about the Markets or the Economy

Question 5.3.1: Where is the DOW, or S&P500, or NIKKE], or FTSE, or Hang
Seng, or....7 How does it compare now to where it has been over the last two
years? Where do you see it two weeks from now (or six months from now)?

Question 5.3.2: Where is the JPY, or GBP, or CAD, or EUR, or....7 How does
it compare now o where it has been over the last two years? Where do you
see it two weeks from now {or six months from now)?

Question 5.3.3: What does Company X (a well-known company) actually do?

Question 5.3.4: Do you trade? Do you own stock? What made vou choose those
stocks?

Question 5.3.5: What would you do if I gave you $10,000 to trade with? (Note
that if you have never opened a brokerage account, you must not give lack of
funds as an excuse. If you cannot generate $2,000 to open a brokerage account,
then why should I hire you?}

Question 5.3.6: (A) Do you believe that markets are efficient?

Question 5.3.7: What is LIBOR, and what is today's LIBOR rate??

*I'hey probably mean the benchmark three- or six-month US dollar LIBOR rates, but they might
not say that. There are several different dimensions here: you should understand the distinction
between USD LIBOR and GBP LIBOR, between three-month USD LIBOR and six-month USD
LIBOR, between LIBOR {London InterBank Offered Rate) and EURIBOR (Euro Interbank Offered
Rate), and between euro LIBOR and EURIBOR. If you do not, look in your favorite investments
book, or use 2 WWW search engine.
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5.3, QUESTIONS ABOUT THE MARKETS OR THE ECONOMY

Question 5.3.8: Why invest in a particular market {e.g., Korea, Russia, Ger-
many)?

Question 5.3.9: Tell me how you keep up with the news.

Question 5.3.10: Talk me through a transaction/event/deal in the finance indus-
try that caught your eye recently. What is a problem with this deal? What’s
another problem? What's another problem? Why is this a problem? (They
may push and push until you cannot go any further or until you get to the
problem they want you to identify).

Question 5.3.11: How would the following affect interest rates: A relative of
Saddam Hussein starts making trouble in the Middle East; there is another
Asian currency crisis; Monica Lewinsky (alleged mistress of the US president
Clinton) hits the headlines again as the alleged mistress of the current US
president.

Question 5.3.12: (A) When inflationary fears arise, the government has two
forms of macroeconomic policy to try to slow the economy down. Name these
and explain them in a few words.

Question 5.3.13: What stock do you recommend and why?

Question 5.3.14: What sector should I be short? What sector should I be long?
Question 5.3.15: Tell me about a stock you like or hate and why.

Question 5.3.16: What should be the (CAPM) beta for Intel Corp.?

Question 5.3.17: Where do you think the US economy will go over the next
year?

Question 5.3.18: (A) What are the “Dow Jones Dogs™?
Question 5.3.19: Tell me how the Dow Jones Industrial Average is calculated.

Question 5.3.20: Draw the yield curve showing 3M, 6M, 1YR, 2YR, 5YR, 10YR,
30YR rates.

Question 5.3.21: Do you think the stock market is efficient (in an EMH sense)?
A very popular question for asset management.

Question 5.3.22: Suppose you are aciively investing to beat the market. Are
there more opportunities (i.e., inefficiencies} in the S&P500 or in the 500
largest stocks in Europe?

Question 5.3.23: What is a black swan? What do black swans mean for the use
of VaR and other conventional statistical methods employed in quantitative
finance? This obviously refers to the black swan concept in Nassim Taleb's
books Fooled by Randomness and The Black Swan. A black swan is a surprise
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CHAPTER 5. NON-QUANTITATIVE QUESTIONS

event with a major impact. After the fact we typically try to rationalize it as
if it could have been anticipated.

Story: “We had narrowed our search for a senior-level executive at a major
financial institution to three candidates and felt that one in particular was
the best choice in terms of experience and background. We prepped ali
three for their interviews with the company's general counsel, but we really
spent time prepping the top candidate. When he got into the interview, it
suddenly seemed he'd come from another pianet. He asked about his office
furniture, his expense-account allowances and health-care plan. He asked
nothing whatsoever about the functions of the job and his qualifications for
it. I sat there in horror.”

ARNOLD M. HUBERMAN
Arnoid Huberman Associates, New York

“Doomed Days: The Worst Mistakes Recruiters Have Ever Seen,”
The Wall Street Journal, February 25, 1995, pR4.

Heprinted by permission of The Wall Street Journal

© 1995 Dow Jones and Company, Inc.

AH Rights Reserved Worldwide.

5.4 Financial Management Questions

Question 5.4.1: How would you go about preparing a 2-3 page analyst report
proposing to a client the acquisition of a waste management firm? How would
you collect the information necessary for the valuation?

Question 5.4.2: How would you value a company? {This is a very popular ques-
tion.) The main approaches include DCF methods, Comparables methods,
and the LBO method (Crack, 2014b, Chapter 2).

Question 5.4.3: Explain what a discount rate is, and how you calculate it for
a publicly traded company. What is the WACC? How would you estimate a
firm’s beta? How would you calculate the required rate of return for equity
holders for a company? What would you use for a market risk premium? How
would you estimate the cost of debt for a company (assume that there is no
publicly traded debt for that company outstanding)?

Question 5.4.4: What exactly is a beta and what does it measure? What is
systematic risk and how does it differ from active risk?

Question 5.4.5: Compare the betas of an airport and a retailer.®

3 Mulkins (1982) has a lovely table in it that lists betas by industry, ranging from Air ‘1ransport
(1.80} down to Gold {0.35}). The article pre-dates the Fama-French critique of the CAPM by 19
years {Fama and French [1982, 1993]) but gives excellent intuition for the CAPM. Watch out for
the use of a riskless rate of 10% per annum and an expected return on the market of 19% per
annum—which refiect the time period it was written in.
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5.4, FINANCIAL MANAGEMENT QUESTIONS

Question 5.4.6: If you were asked to put together a two-page analyst report on
a company, what sort of information would you include? What specific ratios
would you include?

Question 5.4.7: Suppose that the S&P500 index has a P/E ratio of 20. How
would you value a manufacturing company with earnings of one million dollars?

Question 5.4.8: What key financial ratios do you look at when frying to deter-
mine a firm’s financial health from its balance sheet?

Question 5.4.9: Why do pharmaceutical companies increase drug prices when
they come off patent protection?

Question 5.4.10: Describe the CAPM.
Question 5.4.11: Can a company function without working capital?

Question 5.4.12;: What happens to a company's balance sheet if the company
buys an asset? Walk me through the steps.

Question 5.4.13: (A) When is a motor vehicle that is owned by the company
not recorded on the balance sheet as PPE ( “physical plant and equipment” or
“property plant and equipment”}?

Question 5.4.14: How would you market this financial product (e.g., a struc-
tured note)?

Question 5.4.15: How do you use DCF to value a skyscraper in order to sell it?
You need to come up with current revenue, costs, net income, estimates of
future cash flows, and a discount rate.

Question 5.4.16: Kirk Kekorian attempted to force Chrysler to rid itself of what
he called “excess cash” —through higher dividends and a stock buy back., What
do you think of this?

Question 5.4.17: How would you market this company to our clients?

Question 5.4.18: Have you ever had to fire someone? If so, how did you handle
this situation?

Question 5.4.19: Forecast the income statement for Dhuracell for this year,

Question 5.4.20: (A) In the calculation of free cash flow (i.e., FCF), does the
level of long-term debt matter?

Question 5.4.21: How do you calculate VaR (ie., Value at Risk}?
Question 5.4.22: Have you heard of LTCM?

Question 5.4.23: What is the difference between default risk and prepayment
risk?
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CHAPTER 5. NON-QUANTITATIVE QUESTIONS

Question 5.4.24: What is kurtosis?

Story: A student of mine was asked “How would you value yourself?” That
is, put a dollar figure on your value using discounted cash flow analysis.

5.5 Thinking Questions

These “thinking questions” lie between quantitative and non-quantitative. Most
of these questions have in common that they have some sort of precise solution.
However, if you know exactly how many McDonald’s outlets there are in the US
{one of the questions) and say so directly, then you have missed the point. The
interviewer wants you to work the answer out and describe yvour reasoning. These
are thus “thinking questions,” not calculation ones.

Question 5.5.1: If a cannonball is dropped in the deepest part of the Earth’s
oceans, how long will it take to reach the ocean floor?

Question 5.5.2: (A) How many McDonald’s fast food outlets are there in the
Us? ‘

Question 5.5.3: How many gas stations are there in the US7

Question 5.5.4: {A) You are in a jail cell alone stripped of your possessions. It
is Friday afternoon, and you desperately need a cigarette. How do you force
the guard to give you one?

Question 5.5.5: How many elevators {i.e., “lifts” if you are British) are there in
the UJS7

Question 5.5.6: How would you value an option on {famous basketball player)
Michael Jordan?

Question 5.5.7: (A) I toss a coin 100 times and get 100 heads in a row. What
is the probability that ihe next outcome will be a head?

Question 5.5.8: How many ping-pong balis can you fit in a jumbo jet {e.g., Boe-
ing 747)7

Question 5.5.9: How would you move Mount Fuji?
Question 5.5.10: (A) How do you weigh a jet aeroplane without using scales?

Question 5.5.11: You have a five-gallon jar and a three-gallon jar. You can
have as much water as you want. How do vou put exactly four gallons into
the five-gallon container? This is too easy for me to supply an answer.

Question 5.5.12: Estimate the annual demand for car batieries,
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Question 5.5.13: What would you estimate to be the size of the racquetball
market in the US?

Question 5.5.14: You are to build a plant for Coors to serve all beer customers
in the state of Chio. How large would you build it? That is, specifically how
many cans {(of the new wide-mouth variety} do you anticipate being demanded
for the year?

Question 5.5.15: Why do beer cans have tapered tops and bottoms?
Question 5.5.16: {A) Explain why aeroplanes can fly.

Question 5.5.17: How many fish are there in the Earth’s oceans?
Question 5.5.18: How many barbers are there in Chicago?
Question 5.5.19: What is ,/204,000?

Question 5.5.20: (A) Finally, why are manhole covers round?

Story: A student of mine interviewing at a top bulge bracket firm was asked
to draw a picture of himself! They gave him pencil and paper, and he drew
a picture (into his picture he also drew books, friends, and other goofy stuff
to indicate that he was not retarded).
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Appendix A

Purely Quantitative & Logic
Answers

This appendix contains answers to the questions posed in Chapter 1.

Answer 1.1: This question has appeared over and over again. Although simple,
it is rarely answered well. No calculation is required to determine the answer.
If you used eny algebra whatsoever, stop now, go back, reread the question,
and try again.

When the quantity @ of water is poured into the alcohol jug, the coneentration
of alcohol in the alcohol jug becomes i . After mixing and pouring some
back, the concentration of alcohol in the alcohol jug does not change again
(because no new water is added). However, when the diluted alcohol is poured
back into the water jug, the concentration of water in the water jug changes
from 100% to V—‘;Q That is, the final concentrations are identical.

How do you see that the final concentrations must be identical? Remember,
yvou do not need any calculations at all. In fact, the only reason for any
calculation is if you also want to find out what the final concentrations are
{(you were not asked this, but if you wish to work it out, your calculations need
not go beyond those of the previous paragraph).

Here is how it works. At the end of the process, both jugs contain the same
volume of fluid as they did at the start. The only way for the concentration
of alcohol (for example) to have changed from 100% is if some alcohol was
displaced by water. Similarly, the only way for the concentration of water to
have changed from 100% is if some water was displaced by alcohol. Volume is
conserved (both total volume and volume in each jug}, so all that has happened
is that identical quantities of water and alcohol have traded places (and these
identical quantities are slightly less than @3}. By symmetry, the concentrations
of aleohol in the alcohol jug and water in the water jug must be identical.

If vou are still stuck, here is another way of thinking about if. Imagine a
black bucket with 1,000 black marbles in it and a white bucket with 1,000
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white marbles in it. Suppose I take 100 black marbles out of the biack bucket
and put them in the white bucket and mix it up really well. Then I have
1,100 marbles in the white bucket, and the great majority of them are white.
Suppose I then take 100 marbles from those 1,100 and use them to top the
black bucket back up to 1,000 marbles. Then both buckets have 1,000 marbles
again. Let us suppose that 91 {i.e., the great majority) of the 100 marbies used
£0 top up the black bucket were white. That means [ must have returned only
9 of the original 100 black marbles back to the black bucket when I topped
it up. That means I must have left 91 black marbles behind in the white
bucket--the same as the number of white marbles that migrated over to the
black bucket. So, the proportions are identical!

Answer 1.2: If you answered 20 (i.e., 4 X 5) minutes, then go back to the ques-
tion and think again. You need io be hardwired to ignore such “pickpocket
answers” {as mentioned on p. 194}.

Although not stated, we should assume the bells ring at equal spaced infervals.
If one bell rings five times per minute, then that is every 12 seconds. The other,
at four times per minute, rings every 15 seconds. They will next ring together
at the 60 second mark. The answer is one minute,

Answer 1.3: This is a very common question, and a very simple one. You need
to figure out the sum: 142434 --- 4994 100. There are several ways to do
this.

FIRST SOLUTION
A simple technique is to note that the first and last terms add to 101. The
second and second-to-last terms also add to 101. The same is true of the third

and third-to-last terms. Continuing in this fashion, you soon find yourself with
50 pairs of numbers adding to 101; 50 times 101 is 5,050,

SECOND SOLUTION?

A simple technique you can picture easily is the following:

1 2 3 - 1 n
) n—1 n—2 ... 2 1
n+l n+l1 n4+1 ... n+1 n+l

There are n terms each equal to n + 1. The required sum is half the grand

total: ﬂ%ﬂ«l
THIRD SOLUTION

I read somewhere many years ago that the high school drop-out Albert Einstein
devised the following alternative solution technigue at age 15. Think of each
summand, ¢, in the sum ngolt as a group of ¢ marbles in a row from i = 1 to
i = 100 (see the array following). Stacking each row of marbles on top of each
previous row, vou get the array including both the diagonal and the lower-
triangular off-diagonal. Were the array full, it would contain 100 x 100 = 1002

1 thank 'Fom Arnold for this solution technique; any errors are mine.
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marbles. So, your answer must be roughly half this (roughly 50 x 100}, This
is not exact because although the array contains two triangular-shaped off-
diagonals (upper and lower), there is only one diagonal. If you add another
diagonal, and then split the total in two, you get the right answer. The diagonal
contains 100 marbles, so the right answer must be m == 5,000 4 50, as

before.

( 1 2 3 4 5 6 ZUO\
1 ™
2 . »
3 e« o @
4 e » @
53 * & @
6 " e @ .

\100 ¢« 5 s s s » o /

More generally, the sum from 1 to n may be written down as ﬁzn = w

Just picture the square array of side length n, add another diagonal, and split
the total in half.

To calculate ﬂ%ﬁl quickly in your head, note that one of n or n + 1 must be
even and thus divisible by two. You should divide the even number by two
and multiply the odd number remaining by the result. In our case,

100 x 101 100

> - »x 101 = 50 x 101 = 5,050,

Finally, note that two more sclutions appear in the answers to Question 1.45,
starting on p. 96.

Answer 1.4: The numbers on the dial add to 78 in total {recall that 3121 =
zzuémz = § x 13). So, each piece must have a total of 26 on it. My initial
attempt was to find slices (like pizza slices) that satisfy the constraint. Walking
around the dial looking for consecutive numbers that add to 26, you scon find
that 5-6-7-8 adds to 26, and 11-12-1.2 adds to 26, but nothing else works. So,
none of the pieces is pizza-slice shaped. They are 5-6-7-8, 11-12-1-2, and a
band across the middle with 10-9-3-4.

Answer 1.5: This question has been very popular. Sometimes it is golf balis,
sometimes marbles, sometimes coins. Most people find it very challenging.?

*My solution combines independent contributions of Juan Tenorio, Bingjian Ni, Yi Shen, and
Jinpeng Chang; any errors are mine. One of my readers who iried this at home said that the
method given here, while successful in theory, would not work in practice. He said he would need
to add use of a marker pen to the problem statement to keep track of which marble was which
when swapping marbles between the dishes on the balance.
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The first step is to split the 12 marbies into three groups of four. Each group of
four has two subgroups, a singleton and a triplet: {{1}4,{3}a}, {{1}5,{3}8}.
and {{Z}C, {3}0}.

Compare {{1}4, {3} 4} with {{1}p, {3} B}. If they balance, then the odd ball is
in group C. In this case, compare {3} to {3}5. If {3}¢ is heavier (or lighter),
then comparing any two marbles from within {3}¢ immediately locates the
odd one; if {3}¢ balances {3}g, then compare {1} to {1}g to see whether
{1}¢ is heavier or lighter.

If the initial comparison is unbalanced, say {{1}4,{3}4} is heavier than
{{1}B,{3}B}, then rotate groups {3} 4, {3}5, and {3} and compare group-
ing {{1}4,{3}5} with {{1}5.{3}c} (while holding out {{1}¢, {3}a}). If they
balance, then a heavy marble is in {3} 4 and comparing any two marbles from
within {3}4 immediately locates the odd one. Suppose they do not balance.
1f {{1}4, {3} 5} is heavy, then either {1} 4 is heavy, or {1} g is light. Compare
{1} 4 with {l}¢ to finish. If {{1}4, {3}n} is light, then {3}p is light and
comparing any two marbles within {3} p immediately locates the light one.

In each case, only three weighings are needed. This technique is generalized
in Answer 1.18 (the “90-coin problem”).

Answer 1.6: [ have drawn a right-angle triangle on Figare A.1 using R, the
radius of the circle. Once we solve for R, the side length is § = 2R.

= R - 10

57

Figure A.1: The Inscribed Circle Answer

Note: A circle is inscribed within a square. A rectangle of dimen-
sions 5 x 10 just fits in one corner. What is the side length § of
the square? The radius satisfies B w :;’:
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From Figure A.1 we deduce that R? = (R — 10)2 + (R — 5)? (via Pythagoras'
Theorem).* Collecting terms, we quickly fnd that R? — 30R + 125 = 0. It
follows (using the quadratic formuia) that this polynomial has two roots R,
and Ry given by

~B+ vB?—4AC 30+ 500 — 500
- 2

Ry, Ry = 21

=15 % 10 = §,25,
4

Only one of those, R = 25, has a sensible physical interpretation in our case.
It follows that § = 2R = 50.

Answer 1.7: You (the bug) cannot fly; you have to walk. You must find the
shortest path from corner to corner.

In any world, the shortest path between two points is called a “geodesic.” On
a spherical world (e.g., the Earth’s surface), a geodesic is an arc of a “great
circle.” A great circle is a circle on the surface of the sphere with diameter
equal to the diameter of the sphere. For example, aeroplanes typically follow
great circles above the Earth (because it is the shortest path and, therefore,
the most fuel-efficient path).

Like a spherical world, the cubic-room world has a two dimensional surface.
However, the lack of curvature in the cubic-room world means that the shortest
distance between two points must be a straight line rather than an arc of a
great circle (in a world without curvature, geodesics are straight lines}.

If the cubic room is opened up and flattened out it can be seen that the shortest
path is a straight line from one corner to the other. In the un-fattened room,
this straight line corresponds to two line segments that meet exactly halfway
up one wall-floor or wall-wall boundary. Direct computation using Pythagoras’
Theorem® reveals that the total path length is v/5 units.

Answer 1.8: People tend to overlook the brilliantly simple situation described.
If you did any mathematics whatsoever, you probably missed the point.

No calculation is needed to see that at each stage an equal number of male
babies and female babies are expected to be born. The proportions of male
and female children are, therefore, expected to remain equal at 50%.

Still stuck? Here are the details {standing at ¢ = 0 and looking at expected
outcomes only): by the end of the first year, the 100,000 families have 50,000

3Recall Pythagoras’ Theorem. Consider a triangle with side lengths X, ¥, and Z. If the angle
between the sides of length X and Y is 90°, then it is a right-angle triangle. The side of length Z
{the “hypotenuse”) must be the longest side, and it must be that X% 4+ Y? = 22,

Note that the case R = 5 corresponds to § = 10, in which case the corner of the box touches
the far side of the circle, not the near side. This is inconsistent with the diagram drawn by the
interviewer.

51n this case, the path is the hypotenuse of a triangle of side lengths 2 and 1 in the flattened-out
room of two hypotenuses of triangles each of side lengths 1 and % in the un-flattened room. In
either case, the path is of total length /5.
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boys and 50,000 girls. The proportion of male children stands at 50%. By the
end of the second year, half of the 100,000 families (the ones without a son)
have another child. This adds 25,000 boys and 25,000 girls. There are now
75,000 boys and 75,000 giris. The proportion of male children stiil stands at
50%. There are still 25,000 families without a son. They add another 12,500
boys and an equal number of girls, and so on.

Some people are tempted to suppose that because all large families have many
daughters and a single son, there must be more girls than boys. However,
there are not many large families.%

Answer 1.9: The 10 x 10 macro-cube question has been very popular. The most
common mistake is for people to count the number of 1 X 1 micro-cubes on
each face and add them up. Even if you do the mathematics correctly {and
most people do not), you miss the whole point.

If you focus on the 1 x 1 micro-cubes on the faces and how to count them
directly {e.g., How many faces? How many on each face? How many edges?),
then you have been bumped by the pickpocket’s accomplice (as mentioned on
p- 194). Go back now and figure out a betier way. As I stated before, the path
of greatest resistance bears the highest rewards, so read no further unless you
did it a better way.

You must look for structure in a problem that leads you to a simple and speedy
solution. The most structure here is to be found in the macro-cube you start
with and the (now slightly smaller} macro-cube that remains. The difference
between their volumes is how many micro-cubes fell.

SIn fact, the average number of children per family is only Pl 5’-‘,‘- = 2. 'I'hat resull is a special
case of 2 more general series result derived as follows:

@ o= 3
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The volume of a cube of side length n is n cubed; that is, n®. The answer is,
therefore, 10° — 83,

How do you calculate this without a calculator? You should know that 10%
is a 1 with k zeroes attached, so 10° = 1,000. You should know that 8 = 2%
and, therefore, that 8 = 25%% = 2% You should definitely know that 21°
is 1,024. Thus, 2?2 is half of 2'0 and, therefore, equal to 512. The answer is
1,000 — 512 = 488. A common mistake is for people to think the answer is
10° — 9% = 271, because only “one layer” fell off (you should of course know
what 9% is also without having to work it out).

Answer 1.10: If not for the ability to stop and dump apples along the way, you
could not deliver any apples at all. So, the key is to make repeated trips where
you dump apples in a pile at the side of the road and then you subsequently
pick up and deliver apples from that apple dump. For example, suppose
you made three trips where each time you left City A with 1,000 apples and
dumped 500 uneaten apples at the 500-mile marker. You would then have
accumulated 1,500 apples at the B0O-mile marker and you could deliver 500
of those to City B (e.g., in one trip of 1,000 apples where 500 are delivered
uneaten, and 500 are left to rot at 500-mile marker).

To find the optimal strategy, we must put some bounds on what is sensible.
If you are driving away from City A, or away from an apple dump at the side
of the road, then if there are 1,000 or more apples available, it would never
make sense to leave with fewer than 1,000 apples on the truck. For example,
suppose your very first move was to drive away from City A with only 800
apples. Well, no matter where you dump the uneaten balance, you missed
out on giving an extra 100 apples a free ride to that spot, and that must be
suboptimal. It follows that we should drive away from City A only three times,
with 1,000 apples on board each time.

The next question is whether, for any one of these three departures from
City A, we dump the uneaten apples at only one apple dump, or whether we
dump them at more than one location. Suppose on one trip we dump 160
apples at the 100-mile marker, and then the uneaten balance at some later
spot. That cannot be sensible, because again, no matter where you dump the
uneaten balance, you missed out on giving an extra 100 apples a free ride to
that spot. It follows that we need to choose a single dump location for each
run.

Could it be that the dump locations differ by run? Well, as long as we can get
the dump contents to cumulate to a multiple of 1,000 (see below), they should
all be dumped in the same place. Suppose instead that on the third run we
dump apples beyond the location of the dump from the first two runs. Then
driving that odd-lot of apples to a further location unnecessarily burns apples
because it subsequently forces the truck to leave the earlier apple dump with
fewer than 1,000 apples. So, not only must we dump the apples in only one
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location on any given trip, but we must dump them at the same location on
each trip.

S0, where do we dump the apples on the three departures from City A, before
subseguently loading up from that combined dump and carrying them further
on? Well, if we dump them at the k-mile marker, we will end up with a total
of T =3 x (1000 — k) apples at the dump site. The arguments already given
tell us that it makes no sense to drive away from the dump site with fewer
than 1,000 apples on board (unless we have fewer than 1,000 apples available).
So, we will carry the first 3,000 apples (spread over three trips} until we can
dump them in a pile of 2,000 apples.

In general, starting with N x 1,000 apples, we will carry them {spread over
N trips) until we can dump (N — 1) x 1,000 apples. If we dumnp the apples at
the k-mile marker, it must be that N x (1,000~ k) = (N — 1) x 1, 000. Solving
for k yields k = L@—D So, to go from 3,000 apples down to 2,000 apples we
dump them at the 0% I{m-rmle marker. Assuming we cannot slice apples up
to get a continuous solutzon, let us dump them at the 333-mile marker. We
will have T = 2,001 apples dumnped there. Ignore one apple. Using the same
argument again, we will drive the 2,000 apples in two trips, dumping them in
two batches after another 12{0{} “;00 = 500 miles. Then we will have 1,000
apples at the 833-mile marker. We can then drive them on the remaining 167
miles in one trip, delivering 833 apples.”

Exira notes. First, if we dumped the apples at the 334-mile marker instead
of the 333-mile marker, the final answer would be unchanged. Second, we can
think about the problem in terms of rate of apple consumption. When we
leave City A, we are burning three apples per mile {one apple per mile per
run}. We would like to be running at this costly rate for the shortest distance
possible. As soon as we get 1o the 333-mile marker, we can reduce this to two
apples per mile (by dumping and then making two runs burning one apple
per mile per runj). As soon as we have driven those 2,000 apples another 500
miles, we can cut the burn rate down to one apple per mile. You could argue
that dumping 2,400 apples at the 200-mile marker would also let you cut the
barn rate from three to two appies per mile. You would, however, leave 400
appiles behind to rot. So, it is better to burn 399 of those 400 apples (over three
runs) while carrying the other 2,001 apples an extra 133 miles closer to City B.
Finally, this problem is isomorphic to one where we have N x 1,000 apples
and N trucks. After the N trucks drive the first % miles, one truck can be
decommissioned and it's uneaten load redistributed to top up the remaining
N — 1 trucks. After another %@% miles we decommission another truck and
it's uneaten load is redistributed to top up the remaining N — 2 trucks, and
so on.®

If we could stice the apples up, the continuous selution would be to dump them first at the
3333-mile marker, then again at the 8333 mile marker, ultimately delivering 833% apples.

€]

If N is a very big number, and assuming a continuous solution, then usmg harmonic series
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Answer 1.11: Peopie have given me answers to this one ranging from 0° to 75°
{and many answers in between). The big hand is on the three; the little hand
is one-quarter of the way between the three and the four. The answer must be
one-quarter of one-tweifth of 360°. That is, one-quarter of 30°. That is, 7.5°
{or 43 radians if you like measuring angles in radians).?

You should focus on what you know (the angle is non-zero, the big hand is
on the three, one hour is one-twelfth of the full circle, and 15 minutes is one-
quarter of one hour} and make sure that your answer accords with intuition.
For example, if you get 75°, then something is wrong with your reasoning (or
you have never owned an analogue wristwatch).

Answer 1.12: I present three different solutions: first, an approximation that
draws upon the answer to the previous question: second, an exact algebraic
solution; and, third, an exact and slightly more elegant algebraic solution.

FIRST SOLUTION

An approximate answer is a great place to start.’? There are 360° around the
clock face. The minute hand therefore travels at 6° per minute. At 3:15 the
minute hand is 7.5° behind the hour hand {from the previous answer). To
travel that distance takes 7.5/6 = 1.25 minutes. That is, one minute and 15
seconds, or 75 seconds. So, at 3:16:15 the minute hand will arrive where the
hour hand was 75 seconds ago. Of course, the hour hand will have moved ever
so slightiy during that 75 seconds. So, maybe you need to wait another, say,
five seconds until the two hands are perfectly coincident. That would be at
3:16:20. The exact solutions following are less than two seconds away from
this approximate answer.

SECOND SOLUTION

The question asks the first time after 3PM when the hour and minute hands
of a clock are coincident. More generally, we can ask the first time after npm
when the hour and minute hands are coincident, for n = 1,2,...,11 {we miss
out the 12 because the hands are not coincident after 12 and before 1).

Assume we start at nPM, for one of n = 1,2,...,11. By the time the minute
hand whips around to the n on the dial, the hour hand will have moved slowly
on already. When the minute hand finally catches up with the hour hand, the
hour hand will have moved by a total of (n) degrees past the n on the dial,
say. The minute hand whips around the dial 12 times faster than the hour
hand. So, while the hour hand covers #{n) degrees, the minute hand covers
12 8(n) degrees.

NS R ln{n)] =, where « is the Euler-Mascheroni
constant, 1 was able to show that you end up delivering a proportion 1 of your apples (roughly
36.8%). With N = 3 (3,000 apples}, we deliver only 833 apples {27.8%), but this number rises
steadily with N, converging to %

®There sre 27 radians in a full circle. Thus, 366° = 27 radians; 180° = x radians; 90° = z
radians; and so on. It is just another way of measuring angles,

191 thank Eoin Healy for suggesting this approximation.

and the BEuler-Mascheroni result lim, .00 [Z
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We can also state that the minute hand must have covered 30n +6(n) degrees.
That is 30n degrees to get around to the n on the dial, and another 8{(n} degrees
to finally catch the hour hand. So, we may write 30n + 8(n} = 12-6(n), and
thus, #(n) = 30n/11 degrees.'!

So, the first time after 3PM that the hands are coincident is when the minute
hand has traveled 15 minutes to get to the 3 on the dial and then another
6(3) = 90/11 degrees past the 3 on the dial. One minute is six degrees. So,

50/11 degrees is —9-%1—1— = gg ﬁ = % = 1;62% = 1~f‘~1~ minutes. So, the hands are

o th .
coincident at 16 and 14—1 's of a mimute after 3pMm,

THIRD SOLUTION
At high noon, the hands are coincident. At midnight, the hands are coinci-
dent. The time between noon and midnight is cut into 11 equally-spaced time
intervals of one-eleventh of 12 hours (1:05:27.27). At the end of each of these
intervals, the hands are coincident. For the question at hand, the answer is
three times one-eleventh of 12 hours: 3:16:21.82. The full set of “coincident
times” are as follows:
[ 1:05:27.27 )
110 : 54.55
116 21.82
1211 49.09
127 :16.36
132 43.64
:38:10.91
043 : 38.18
149 :05.45
10: 54 : 32.73
\ 12:00:00.00 )

[ =D R R AL S S FL I 8

o]

Answer 1.13: Well now, this looks pretty complicated the first time you see it,
However, there is a simple way to figure it out. If you think about it, you see
that the only brokers who touch the switch for light bulb number 64 are those
whose numbers are divisors of 64.

That is, light bulb number 64 has its state of illumination changed by brokers
whose numbers are factors of 64. That is, brokers 1, 2, 4, 8, 16, 32, and 64
flip the switch. Because light bulb 64 is originally off, it must be that after
this odd number of switches it is on. See Answer 1.14 for a closely related but
more general solution technique.

Answer 1.14: If you now know the answer to Question 1.13, you should be able
to figure this one out swiftly. If you have not yet figured out Question 1.13,
then read no further—solve that one first.

1t also follows that #{n) = n - 6(1) for n = 1,2,..., 11, where #{1) = 30/11 degrees.
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The only way for a light buib to be illuminated after the 100th person has
passed through is i its switch was flipped an odd number of times. The
switch for light bulb number K gets flipped only by people whose numbers
are factors of K. Thus, the only light bulbs illuminated at the conclusion are
those with a number that has an odd number of factors.

However, factors for numbers go in pairs. For example, 32 has factors (1, 32),
{2,16), and (4, 8). This means that 32 has an even number of factors, and bulb
32 is not illuminated at the conclusion. In fact, at first glance, all numbers
have an even number of factors.

However, you do get an odd number of factors if two factors {one pair) are
identical. For example, 64 has (8,8) as one pair. If one pair of factors are
identical, then the original number must be a “perfect square.” Therefore, the
only numbers with an odd aumber of factors are the perfect squares.

There are exactly 10 perfect squares between 1 and 100, and they are 1, 4, 9,
16, 25, 36, 49, 64, 81, and 100 (i.e., 12, 22, 32, ... 10%). These are the numbers
of the 10 bulbs that are illuminated after the 100th person has passed through
the room.

Answer 1.15: This is an old favorite. I have tried this out on people and have
received almost all imaginable responses. The answer is three, and it cannot
be anything else. Two socks can be different, but a third must match one of
the first two—giving a matching pair.

Answer 1.16: You get the answer by working backwards. I I am your opponent,
and I am able to call out “39," then you cannot reach 50, but I can after you
say whatever you say. 50, my goal is to call out “39." However, if | am able
fo call out “28,” then vou cannot get to 39, but I can after you say whatever
you say. So, my goal is to call out “28." To get to 28, I need only to be able
to call out “17,” and to do this, I need only to be able to call out “6.”

So, my strategy, as your opponent, is to get onto the series 6, 17, 28, 39, 50 at
whichever point I can. If you get to go first, you should call out “6.” As long
as you know the winning numbers and stick to them, you cannot lose. 1f you
start with anything other than 6, I cannot lose.

Answer 1.17: Safe-cracking in a finance interview? Yes indeed. The naive an-
swer is that there are 40 possible numbers for the first combination, 40 for the
second, and 40 for the third. It would then take at most 40° possible trials
to get the safe open. That is 64,000 trials. There are two factors that reduce
this number considerably. The first you should have figured out; the second
you are excused.

The first factor is that although three numbers are required to open the safe,
you need only find the first two of them. If you dial the first two numbers
correctly, then you need only turn the dial until the safe pops open. You do
not need to know the last number. This gives 40? possible combinations. That
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is only 1,600 trials. For extra safe-cracking advice along these lines see Gleick
(1993, pp. 189-190).12

The interviewer in this case suggested a second factor, as follows (and I think it
is a little unfair to any interviewee who is inexperienced in safe-cracking). The
safe is a mechanical device designed with a particular tolerance for inaccuracy.
If the first combination number is 14, then dialing either 13, 14, or 15 suffices.
This tolerance for inaccuracy brings you down to roughly (%})2 trials. This is
fewer than 200 trials.

Answer 1.18: To minimize the maximum possible cost of weighing, your strategy
must use the scales as few times as possible, wherever the location of the
“bad” coin. From Answer 1.5, you know that you may need as many as three
weighings to find a bad coin in a group of 12. You have 90 coins, so it must
take at least four weighings. However, by the same argument, if vou had 144
coins (12 groups of 12), you could identify a bad group of 12 in three weighings
and then the bad coin in another three. So, (because 90 is less than 144) it
should take no more than six weighings—either four, five, or six weighings.

In fact, it takes only five weighings (and at most 8500) to both find the bad
coin and identify it as heavy or light. I present two quite different solution
techniques plus a third quasi-solution: the first is an ingenious “hammer-
and-tongs” technique, the second is slightly more structured, and the third
generalizes the second but applies only in special cases. In each case, it takes
only five weighings to both find the bad coin and identify it as heavy or light.

FIRST SOLUTION

The technique here is similar to the solution technique to Question 1.5—be
sure $o answer that question before answering this one. The first move is to
divide the 90 coins into three groups of 30. Weigh two of the groups of 30
coins. Either the scales balance, or they do not. If the scales balance, then
you are left with one group of 30 containing the bad coin. You may “hold out”
10 of these 30 and compare the remaining 20—with 10 on each side. If the
scales balance, you get one group of 10 containing the bad coin. If they do not
balance, you have one group of 10 coins potentially heavy and one group of
10 coins potentially light. Stop here if you just wanted to know how to start
the solution process, This should be enough for you to finish.

Return for a moment to the case in which the two groups of 30 do not balance.
Set aside 10 potentially heavy coins and 10 potentially light coins. Take the
remaining 20 potentially heavy and 20 poientially light coins and swap 10 of
themn from one side of the scales with 10 of them from the other side of the
scales, keeping track of which were swapped and which stayed put. Whether

21 went to a presentation at MI'T at which Jim Gleick (pronounced “Glick™) talked about his then
soon-to-be-published book “Genius.” He talked about genius in general and Richard P. Feynman
in particular. Feynman was an interesting guy, and this is a good book about him.

131 thank Fva Porro (then at the Universidad Complutense de Madrid) for this solution technique;
ARy errors are mine.
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they balance or not, you can immediately idenfify one group of 10 coins that
is potentially heavy and one group of 10 coins that is potentially light—the
other 40 are “good” coins.

Thus, after two weighings, the problem reduces either to one group of 10 coins
containing the bad coin (no further information) or two groups of 10 coins
(where one group potentially contains a heavy coin, and the other potentially
contains a light one). I need only demonstrate the solution technique for each
case.

Suppose you have 10 coins, and one of them is bad. You can find the bad one
in three weighings simply by adding two good coins and following Answer 1.5
for the 12-ball case. This inds you the bad coin in a total of five weighings.

Suppose instead that you have the two groups of 10 coins (where one group
potentially contains a heavy coin, and the other potentially contains a light
one). Use the notation “31" to denote three potentially light coins, “3]" to
denote three potentially heavy coins, and “good” to denote one coin known
to be neither heavy nor light. In this case, you begin at the end of the second
weighing with {101} and {10} on the scales. Hold out 31 and 3} coins and
place the following on the scales for weighing number three: {31,4}} versus
{34,41}.

Suppose the scales balance with {3%,4]} versus {3},41}. Then you have 3%
and 3] coins left. Hold out 11 and 1} and weigh {11,1} versus {1J,11}. If
these balance, weigh the hold out 11 against one good coin to find the bad
one; if they do not balance, you get 11 and 1] from the light and heavy sides,
respectively; and you need only compare one of them to a good coin to find
the bad one. This gives a total of five weighings in either case.

Suppose the scales do not balance with {31,404} versus {31,41}. If the first
group appears lighter, then you get 31 and 31 coins as in the previous para-
graph and able to be solved in a total of five weighings. If the second group
appears lighter, then you get 4} and 4% coins. This is just like the first weigh-
ing of two groups of four in the 12-ball problem in Question 1.5, and you
know the bad coin can be identified in only two more weighings by rotating
“triplets.” In each case, the bad coin is both located and identified as heavy
or light in only five weighings.

SECOND SOLUTION™

Begin by noting that if you have a group of 3% coins that is known to contain
a heavy coin, it takes only & weighings to identify it. You can see this as
follows: split the group of 3* coins into three subgroups each of size 35~1;
now compare any two subgroups on the scales. Whether the scales balance or
not, you know immediately which of the three subgroups contains the heavy
coin. It thus takes only one weighing to go from a group of 3% coins known to
contain a heavy coin to a group of 3*~! coins known to contain a heavy coin.

141 thank Bingjian Ni for this solution technique; any errors are mine.
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Proceeding in this fashion, it takes k weighings to go from a group of 3* coins
known to contain a heavy coin fo a single coin known to be heavy. The same
result applies if the initial sample is known to contain a light coin.

Therefore, if you know that the bad coin in your sample is heavy {or if you
know that it is light), Table A.1 gives the correspondence between sampile size
and number of weighings required to locate the bad coin. I now use Table A.1

Table A.1: Weighings Needed to Find Bad Coin
Sample Size | Weighings {if bad coin is known heavy)

3 1
9 p
27 3
Bl 4
243 5

Note: If you have a sample of coins and you know that there is a
bad coin in your sampie and that it is heavy {or if you know that
it is light}, then the table gives the number of weighings required
to locate the bad coin.

to answer the question. Begin by splitting the sample into as few groups of
form 3% as possible.® In this case, 90 = 81 + 9, so you choose one group of
81 and one group of nine. Split the group of Bl into three subgroups of 27.
Call these groups {27}, {27} 5, and {27}c. Now use the scales to compare
groups {27} 4 and {27} 5. Now use the scales again to compare groups {27} 4
and {27}¢. If the bad coin is in the group of 81, then these two weighings are
sufficient to identify which subgroup of 27 the bad coin falls into and whether
it is heavy or light. Consuiting Table A.1, you can see that in this case it takes
only three additional weighings to find the bad coin.

If both the initial weighings balance (i.e., {27} 4 versus {27} g and {27} 4 versus
{27} both balance}, then the bad coin is in the group of nine. Compare
the group of nine to nine good coins taken from the group of 81. This tells
you whether the bad coin is heavy or light. Consulting Table A.1, you can
see that in this case, if takes only two more weighings to find the bad coin.
Alternatively, you could have split the group of nine into three groups of three
and weighed two pairs of them. This identifies the group of three containing
the bad coin and tells you whether it is heavy or light. Consulting Table A.1,
you can see that in this case, it takes only one more weighing to find the bad

*Can you make a conjecture about the sample size, its ternary (i.e., base three) representation,
and the number of weighings needed to find the bad coin/marbie?
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coin. In each case, the bad coin is both located and identified as heavy or light
in only five weighings (at a maximum cost of $500).

THIRD SOLUTION™

Suppose you are given N = éfé"f»"i balis for some positive integer n. The balls
appear identical, but one ball is odd—either heavy or light; you do not know
which. Then it takes n weighings to both find the odd ball and identify it as
heavy or light (see Table A.2).

Table A.2: Weighings Needed to Find Bad Coin

Balls Supplied | Weighings Needed

. 373
N o= = n

3
12
39
120

363

R s W b

Note: If you have a sample of coins and you know that thereisa
bad coin in your sample but not whether it is heavy or light, then
the table gives the number of weighings required 1o jocate the bad
COin.

It is no coincidence that the first column in Table A.2 is the partial sums of
the first column in Table A.1—this technique generalizes the second. I prove
the particular case N = 120 (i.e., n = B}, but the proof generalizes directly to
any N(n) = 332;3

Put the 120 balls into three groups of 40. Each group of 40 is a cohort of
subgroups of size 3% for k = O to k = n — 20 {{1}4, {3}4,{934,{27}4};
{{1}8,{3}m, {9}, {27} 5}; and {{l}c, {3}c. {9}c. {2T}c}-

Compare cohorts A and B. If they balance, then you have 80 good balls, and
cohort C contains the bad ball. In this case, compare {27}¢ to the good
balls {27} 4. If {27} contains the bad ball, then Table A.l says you need
three more weighings. If {27}¢ is good, then compare {9}¢ to the good balls
{8}4. If {9} contains the bad ball, then Table A.1 says you need two more
weighings. If {9}¢ is good, then compare {3}¢ to the good balls {3} 4. You
need only one more weighing——either because {3}¢ is bad (see Table A.1), or
because {3}¢ is good (thus {1}¢ is bad).

If the initial comparison of A and B does not balance, then rotate (like

81 thank Yi Shen for this solution technigue; any errors are mine.
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changing car tires) groups {27}4, {27}g, and {27}¢c and compare group-
ing {{1}4,{3}4.{8}4.{27}5} to {{1}5.{3}8, {9} 5. {27} ¢} while holding out
{{1}c, {3}, {9}, {27} 4 }. 1f they balance, {27}4 contains the bad ball, and
it is known to be heavy or light, and Table A.1 says three more weighings are
needed. Otherwise, the scales tilt the same way, you can discard the {27}'s,
rotate the {9}'s, and compare {{1}4, {3} 4. {9} 5} to {{1}5,{3}5, {9}¢c} while
holding out {{1}¢, {3}, {9} a}. You either find {8} 4 is bad, known heavy or
light, and apply Table A.1, or you discard the {9}'s and rotate the {3}'s.
Continue reducing the probiem until convergence—in at most five weighings.

One problem with this method is what to do if given only 90 balls {more than
39 but fewer than 120}. I guess you ask for 30 extra ones and then follow the
procedure for 120,

Answer 1.19: This question is unusually esoteric, but 1 like it. The result is
known as Liouville’s Theorem. It can be proved directly using Picard’s The-
orem,!? or with very slightly more work, using a Cauchy integral.’® I have

chosen, however, to prove it from first principles.'®

Begin by proving a lemma {a “helping theorem” to be used in a later proof).
The lemma is used in the proof of a theorem that answers the interview ques-
tion. If you have a mathematical background but cannot answer the question,
you should read the statement of the lemma, and stop reading there. You
should then try to complete the remainder of the proof on your own. This is
more satisfying than seeing the full proof.

LEMMA: Mazimum Modulus of Coefficients of a Power Series?

Suppose that f{z) is analytic in the disc |z] <7 < o0. Let M{r) = max{|f{z}|:
|z} < r}. Then the coefficients a, in the power series expansion f{z) = ag +
a1z + - -+ ap2f + ... satisfy the following bound:

for p=1,2,3...

PROOF OF LEMMA

With f(z} =ag+a1z+--+apzP +... in|z] <r < oo, divide by 27 to get
Lz) = apz~P + ay 27 P! e ap
zP

Ypicard: A non-constant entire function assumes every complex value, with at most one possible
exception. Thus, a bounded function must be a constant.
¥Cauchy integral let C(zo,7) be a circle or radius r about arbitrary z € €, then f'{z) =

3 St {—zé‘-f{l}),dz {a contour integral), so |f'(zo}] < %sup,.|f(z}|. Bounded f implies the
RHS tends to zero as r — oo. Thus, f/{25} = 0, for arbitrary 2o £ €, and f must be a constant.
** thank Nacki Sato and Thomas C. Waison for suggesting the Picard Theorem and Cauchy
integral approaches, respectively: any errors are mine.
29 'his Jemma and its proof are adapted from Holland {1973, pp. 9-10), with copyright permission

from Academic Press.
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Now change to polar coordinates. Hold r = |z| constant, and integrate 'f—z(él
from ¢ = 0 to ¢ = 2r [where ¢ = arg(z)}:

27 21 2
mf(z)dérf aoz"”d¢>+--~+f apdd + ...
zP 0 o

The integral is convergent because, for fixed r and varying ¢, the original series
converges uniformly. Each term in the series expansion contributes an integral

of form )
Oltp /e ZFdg.

However, for k 3 0 this integral contributes zero:

i

27 2%
akﬂ,f dp = akﬂ,/ *[cos(ke) + i sin(ke)] d¢
6 0

. k ) k 2w
= Gk+p Tk [Slni: ¢) hadl 2 COBEC ¢) .

= 0

Thus, the only term that contributes anything to 02” *':glldqb is f02 i apdd =
2rap, (when k = 0). It follows that

1 fG)
p—g o 7d¢ for pw0,1,2,... .

Now, with M(r} = max{|f(z}{ : |z] € r}, and |z| = r, it follows that for

integer p > 0, vou get
1 1(2)
- MATIE 4
el < 5 /0 |2 ?

1 2
- fo (=)

ZnrP

1 2
<
< 5 fo M(r)do

B M(‘I‘) 2w
T 2P fy dé
rP

A

I now present the interview guestion as a theorem and use the previous lemma
in its proof,
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THEOREM: Bounded Entire Function®!
If f(z) is entire and bounded, then f(z) is a constant.

PROOF OF THEOREM

Assuming that f(z) is entire implies that f{z) is analytic in the entire finite
complex plane. Thus, the Taylor series f(2) = Y oooaaz" converges for all
I2] < oo. If the stated bound (of the theorem) is |f(2)| < M, say, then from
the lemma it follows that

for ali n > 0 and all r.

If you let r —+ o, then 0 < |a,| < 0 for ali n > 0. Thus, e, = 0 for all n > 0,
and f{z} = ap, a constant. I

Answer 1.2(0h  After 100 seconds you can be sure that the ants have all walked
off the ruler. The answer is the same as if the ants had perfect vision. The
key is that if two ants who collide, immediately about face and continue, then
each member of any colliding pair effectively exchanges its exit route with the
other; the ants are fungible. It is just as if one of the colliding pair crawled
over the other and they both kept going without pause.

Answer 1.21: If you can figure out the correct relationship between the eight
lily pads and the single one, you get the answer. If you do not have it yet, or
you think it is 3.75 days, then you should stop reading now, and go back and
try again. I am serious; this is a nice question, and you lose a great deal by
peeking at the answers to help you out.

The naive answer is that it takes %Q = 3.75 days. This is, of course, incorrect.
The lily pads in the question all grow at the same rate. This means that you
may think of the eight lily pads as being equivalent to one big lily pad. Indeed,
when the single lily pad is three days old, it has the same area as the eight
lily pads do at time zero. This means that you may think of the eight lily
pads as a single lily pad that is three days old. It takes another 27 days for a
three-day-0ld single lily pad to cover the pond, so if also takes 27 days for the
eight lily pads to cover the pond.

The interviewee suggested that I use 3,000 days instead of 30 days as the time
it takes for the single lily pad to cover the pond. The idea was to make the
guestion more confusing. The problem with this is that, no matter how small
the initial lily pad (assuming it is visible to the naked eye), it will cover the
surface of the Earth within 100 days and the entire solar system not long
after. Within 3,000 days, the universe will be blotted out—such is the power
of compound growth.

*1'his theorem and its proof are adapted from Holland {1973, p. 10), with copyright permission
frorn Academic Press.
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Answer 1.22: You use the same idea as in the previous lily pad question. Each
6,000

pad needs to cover 25— square feet to choke the pond. The size of each

pad is 2N after N ciays, s0 you need to solve: %’-?9 = 2. The solution is
2,008

N m log - 7.8 days.?

Without a calculator, you can still do it in your head. You calculate —%@ as
approximately 200. You know that 28 is 256, which exceeds 200; whereas 27
is 128, which falls short, so eight days should do the trick.

Answer 1.23: Decimal pricing was introduced on the New York Stock Exchange
in 2001. I have left this question in because there are many people who lived
with eighths and sixteenths for most of their working life, and they may be
tempted to ask you about it.

Most people stumble a little. Do not memorize all the possible sixteenths
before your interview—you have worse things to worry about (much worse).
Add or subtract one-sixteenth to get the requested fraction into guarters or
eighths and then compensate for your adjustment.

You should remember that 1 g 18 0.1250 and deduce from that that 15 is 0.0625
(you should be able to glve any eighth in decimal form). The fraction }g is only
one-sixteenth away from 2 i % which is exactly three quarters {0.7500). You need
only add 0.0625 to 0.7500 to get 0.8125. Similarly, 3 15 is only one-sixteenth
over one half, and is, therefore, 0.5625.

Answer 1.24: A common guestion. The naive answer is that the snail climbs a
net of two feet per day, so it reaches the 10-foot mark at the end of the fifth
day. However, on the morning of the fifth day, the snail starts out at the eight-
foot mark (having slid down from the nine-foot mark overnight). Two-thirds
of the way through the fifth day, the snail reaches the 10-foot mark and stops
because there is no pole left to climb.

Answer 1.25: Here are two answers.?

1. Turn Switch #1 on. Wait a while. Then tura it off while simultaneously
turning Switch #2 on. Go into the room. The illuminated light corre-
sponds to Switch #2. The warm non-illuminated bulb corresponds to
Switch #1. The cold non-illutninated balb corresponds to Switch #3.

2. Guess. You have a one-in-six chance if they are random. However, light
switches are not usually random. If you assume the switches are phys-
ically located in an order that relates to the physical placement of the
bulbs (as they usually are), then you have a fifty-fifty chance!

22 An interesting aside here Is that it does not matter which logarithm function you use. The
result is the same regardless of the base.
231 thank Dahn Tamir for assistance on this question; any errors are mine.
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Answer 1.26: The only way the first man can know the color of his own hat is if
he sees the other two wearing red hats—of which there are only two. However,
the first man does not know his hat color, so the other two must be wearing
either both blue or cne red and one biue. The second man, upon hearing the
first, knows then that he and the third man are either both wearing blue hats,
or one wears a red hat, and one a blue. If he still does not know what color
hat he is wearing, it must be because the third man is wearing a blue hai.
Why? Well, if the third man wears red, then that pinpoints his own hat as
blue since this is the only option ieft from the choice of either both blue or
one red and one blue. Since the second man does not know his hat color, then
the third man must be wearing biue. The third man, upon hearing the frst
two, deduces that his own hat is blue via the same reasoning.

Answer 1.27: You may be looking to the solutions for a hint. My first hint is
that, if you are using linear algebra (i.e., solving systems of equations by sub-
stitution) then stop that right now. There are nine equations in 10 unknowns,
so this will get you nowhere. In fact, there are infinitely many integers that
solve the problem statement; we are searching for the smallest such number.
My second hint is that you might like to try drawing a picture.

FIRST SOLUTION

My first sohition technique begins with the simultaneous equation approach
and quickly abandons it. Let X denote the solution. Then I know there exist
positive integers Xz, X3, X4, ... X1g, such that

X o= 2xXo+1,
X 3 x X3+ 2,
X 4 x X443,
X = 3 x X5+4,

X = 10x Xy+9.

Looking at the equations, it is clear that the coefficients on the right-hand side
differ from the remainders by only one. If we simply add one to both sides of
each equation, then the coefficients and the remainders will be identical, and
we can collect terms to obtain the following:

X+1 = 2XX£;
X+1 3 x X3,
X+1 4 x X3,
X+1 = 5xX{
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Where X, = Xp,+1 for each n between 2 and 10. With this simple restatement,
the problem now requires that we find the smallest number X, such that X +1
is perfectly divisible by 2, 3, 4, 5, 6, 7, 8, 9, and 10. That is, find a number
X,such that X +1=LCM(2, 3, 4, 5, 6, 7, 8, 9, 10}, where LCM (-} is the
lowest common muitiple operator. Given various redundancies, we conclade
that X == LOM(6, 7, 8, 9, 10) — 1 = 2520 — 1 = 2519 is the solution.

Looking at my restatement of the problem, it should be clear that if X solves
X+1=Kx LCM(6, 7, 8 8, 10), for any positive integer K, then X is
also a solution to the problem (but not the smallest unless K = 1). That is
X=KxLCOM(6,7 8 9, 10)~1=K x 2520 —1 is also a solution for any
positive integer K.

I think the interviewer would have been perfectly happy to hear that X =
LCOM(6, 7, 8, 9, 10) — 1, without your having to find the LCM. However,
this does leave one question unanswered: What is the most efficient way to
find the lowest common multiple of a group of numbers?%?

SECOND SOLUTION
I did not discover the first solution by looking at the simultaneous equations
and using algebra; I discovered it by drawing a picture. It is sornewhat difficult

to reproduce my picture, but here is an attempt using a sporting analogy (see
Figure A.2).

I am searching for a number X with the divisor/remainder properties de-
scribed. T have nine runners to help me: Mr. 2, Mr. 3, ... Mr. 4, and Mr. 10.
They are assembled at the start of an arbitrarily long, dead-straight, sand-
covered, nine-lane racetrack that has distances measured in meters, beginning
af “0" at the starting line (bear with me on this). Like many race tracks made
for people, the people do not all start in the same place; their positions are
staggered {which makes no sense for a straight track in the real world). Mr. 2
starts 1 meter from the zero line. Mr. 3 starts 2 meters from the zero line.
Mr. 4 starts 3 meters from the zero line, ... and Mr. 10 starts 9 meters from
the zero line.

The gun fires, and the race begins. Each Mr. n runs taking steps of length n
meters (for n between 2 and 10). The runners each leave footprints in the sand
on the track. Let them run for a very long time and then look at the footprints
(we do not care who wins). Starting at the zero line, the divisor/remainder
properties of X imply that the first time you find a row of nine footprints
adjacent to each other must be after X meters.

The first time the footprints {the solid bullets in Figure A.2) are aligned verti-
cally, is when they have reached the solution, X meters from the zero starting
line. We can see that the number of meters they step out before beginning is
one less than their step size when they run. If you look one pace backwards

1 this case, if you factor each of 6, 7,8, 9, and 10, you get 2x 3, 7, 2x 4, 3x 3, and 2 x 5. The
LC M, when factorized, must include each of these expressions. Indeed, 2x3x3x4dx5x T == 2,520—
the LCM.
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from the start line (back to position —1 on the race track), then it should
be clear that the distance from the —1 position to X (i.e., X + 1) is just the
LCM of the step sizes taken by the runners (how else could the footprints be
adjacent?). It should also be clear that if you lock beyond X, you will find
another sef of adjacent footiprints after you iravel another LCM meters. This
solution is identical to the first.

start
ME2: [v0Zme & o ¢ ¢ o & & s ¢ + s + @
Mr.3: (293 wwe . . . » . . .
Mr. 4 [3—e04 —we . . » . *
Mr. 5 4 "3k e . . . .
Mr. & |5 ~———aD§ e . . .
Mr. T 6 ) T »e . .
Mr. & |7 0 8 ) .
Mr. & 8 ») & - .
Mr. 16: |9 » 10 »e .

Figure A.2: A Road Race Analogy for the LCM Problem

Note: In the picture, the nine people run side by side. Mr. 2 steps
out one meter to start {the hollow builet} and then take steps of
length two meters (his footsteps are solid bullets). Mr. 3 steps out
two meters to start and then take steps of length three, and so
o up until Mr. 10, who steps out nine meters to start and then
takes steps of length 10.

Answer 1.28: This is easier than it sounds. You do not need any infinite sums,
and, if you used them, go back and try again before reading on. For every {wo
miles covered by the first motorcyclist, the second covers three miles. Two
plus three is five, and there are five multiples of five between them. This
means they will meet after the first has traveled 10 miles and the second 15.
We know that the fly moves at twice the speed of the first motorcyelist, so it
must cover 20 miles before its miserabie life ends.

Many other solutions exist. Here is one I liked.?® The second motorcyclist is
approaching the first at a relative speed of 20 + 3G = 50 miles per hour. With
25 miles between them, they will collide after one-half of an hour, Meanwhile,
the fly is travelling at 40 miles per hour. So, it must cover only 20 miles in

251 thank Adam Rej for suggesting this one; any errors are mine.
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Figure A.3: Two Possible Triangle Configurations

Note: For both triangles configurations, the sides are a, b, and ¢,
and the height is h. The variable d is defined so that b+d measures
the distance from the lower right corner to the point where a
vertical dropped from the peak touches the base. It follows that
d < 0in the first case, and d > 0 in the second.

that time,

Answer 1.29: Let A denote the area of a triangle of sides a, b, and ¢.*6 We
may make several statements that apply to any triangle and which are clearly
visible in Figure A.3: '

1. The area A is given by A = %bh.
2. Pythagoras’ Theorem implies that a? = h? 4 d? and ¢? = h? + (b+ d)%.

3. The first Pythagorean result implies h? = &*® — d°>. When the two

Pythagorean resuits are subtracted from each other, they iroply d =
P
b

If we combine the above results, we get:

A2 — '?41“52}].2
— ébQ(QQ_dQ)
_ Loy (Z-a®-¥)?
=3 452
1

4b2a2 . 1_]6(62 _ 62 . b2)2

%1 thank Fhomas C. Watson for comments on an earlier version of this proof; anye errors are
mine.
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Now, ¢ equals haif the perimeter, so s = %gi:g. It follows that @ = (2Zs—b—c¢),
b= (25 —a—c), and ¢ = {28 — a — b). If we plug each of these into A%, above,
and perform considerable tedious algebra, we arrive at the polynomial®

A%(s) = 35" —~d(a+b+c)s® + [a2 +b% 4+ c? +5(ab+ac+bc)]32 + {a+b+clabe.
This may be factored into
A%(s) = [3s — (a + b+ ¢)](s — a)(s — b)(s — ¢).

We have 3s = s+ (a+b-+c), by definition of s, so, A%(s) = s(s—a){s—b)(s—c),
and thus A(s) = /s(s — a)(s — b}(s — ¢).

Story: The interviewer got up part way through the interview and walked
to the door and opened it. The candidate said, “Are we out of time?" The
interviewer replied, “No. Qut of interest!”

Answer 1.30: Let me begin by repeating the constraints:?®

A+B+C+ D = 20,
B+C+D+E+F = 20,
D+E+F4+G+H = 20, and

F+G+HA+T = 20

We have four equations in nine unknowns. The additional information (4 to
I are some permutation of the integers 1 to 9) restricts the solution space, but
there can be no uniqgue solution.

If the first four (4 to D) and the last four (F' to I}, each add to 20, then
because Ziﬁz = 45, it follows immediately that E = 5. If we subtract the
second constraint from the first and use £ = 5, we get 4 = F + 5. If we
subtract the fourth constraint from the third, we get I = D + 5.

The derived resirictions A = F + 5, and I = D + 5 imply that F and D must
be in the set {1, 2, 3, 4}. Once F and D are chosen, A and I are determined

T Rvery term in a pelynomial involves positive integral powers of literal numbers (i.e., the letters
that represent numbers) pre-multiplied by a factor that does not contain the literals. So, 22%% +
5z% + 2 is a polynomial, but 4,/y+ 2 is not. The “degree” of a polynomial is the degree of the term
having the highest degree and non-zero coefficient, The polynomial 2z°y* +52% + 2 is of degree four
{2+ 2 = 4). The polynomial 42% + 21 + 1 is of degree two. The Fundamental Theorem of Algebra
says that every polynomial equation of form f(x) = 0 {i.e., only one literal) has at least one root {or
“zerg™ ). If the polynomial is of degree n, then it has n roots {or zerves), where repeated roots are
counted as often as their muliiplicity. The Unigue Factorization 'Theorem says that a factorization
of the polynomial f{z) into products of terms of form {x — root;) is unique up to trivial sign changes
and ordering of terms. See Spiegel (1956) and Spiegel {1981) for more details—both part of the
excellent Schaum Outline Series of books.

I thank Daha Tamir and James Hirschorn for contributions to this solution technique; any
errors are mine.
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within the set {6, 7, 8, 9}. There are thus 4 x 3 = 12 possible permutations
for F', D, A, and I {that is four choices for F followed by three choices for
D see example below). This leaves B, C, G, and H floating in the remaining
four spaces. However, subtracting the second constraint from the third implies
that B + C' = (¢ + H. There are four choices for B, but, once B is chosen, C
is uniquely determined; see example below. There are thus 12 x4 x 2 = 96
different solutions.

For example, if ¥ =3 and D =4, then A =8 and I = 9 immediately. That
leaves B, C, G, and H floating in the remaining four spaces: {1, 2, 6, 7}.
If B = 1, then  must equal T; there is no other choice for C that satisfies
B+ (C = G+ H. With B and C chosen, there are two ways to allocate G and
H to the remaining two slots. In this example, it would eitherbe G = 2, H = 6
or G=6H =2

Here are several solutions (reverse the orderings to get several more):?

684251397,
684251937,
648251397,
648251937,

Answer 1.31: I present two solution fechniques: an elegant approach followed
by a “hammer-and-tongs” brute-force approach. I think you should start with
a rough guess; mine is about a half,

FIRST SOLUTIONY

Simplify the problem by assuming that the “very large number” of people is
almost an infinite number. In this case, it is as though each person is first
in line to be allocated a key because the previous finite number of peopie
are negligible compared to the almost infinite number of people walting to
receive keys. 1t follows that each person has the same probability, #, of being
allocated his or her key. Let X be the number of people who end up sleeping
in their own rooms,then

P(X>1)=1-P(X =0)

H*
i
—
!
2}~
S’
P

1
= l—-e'= - as N — o0,

where “*" is true for N infinitely large.

PNote: The MATLAB commands perms and ungiue were useful in checking this answer,
301 thank Jason Roth for supplying this technique; any errors are mine.
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SECOND SOLUTION

Cousider first the simple cases in which there are two or three guests. It soon
becomes clear that you need to consider many different overlapping events and
that you need to account for intersections of events. T'hat is, you need basic
set theory.

Let A, for k= 1, ..., N, denote the event that the kth guest sleeps in the
room to which he or she was originally assigned (i.e., his or her “own room”).
What we need to find is the probability that at least one of the guests ends up
in his or her own room. This event is the union of the individual events and
occurs with probability: P([_jf=1 Ap).

If you draw the familiar case of three intersecting circles—each representing
an event—it is relatively straightforward to deduce the following inclusion-
exclusion formula:

N
P(U Ak) = Y _P(4) = D P(AinA)
k=1 i 1<i<j<N
+ Y PAINA;NAL) — -

1<icjcksN

+ (-DYTIPA4 NN Ax)

All you are doing here is adding the original event probabilities, then taking
out the intersections where you double counted, then adjusting for the fact
that you over-compensated, and so on—all of which is very easily seen if you
draw intersecting sets for the case N = 3. To figure this out, we need to
find the probability of the intersection of any group of events. Given the
symmetry here, we can, without loss of generality, iook at the events in the
following order: 1, 2, ..., N.

Given the random allocation of keys, each guest is equally likely o end up in
his or her own room. That is, P(4;) = ,,AL for any i € {1,2,...,N}. If guest
1 is given his own key, then guest 2 has a chance of only P(Az|4,) = 7\—;11««1“ of
getting her own key back. So, P(A) N Ap) = P{As]A;)P(4) = m“Nl’":“ﬁ In
fact, this result is more general:

™ 1
P(QA") - NN (N —m+1)

(N = m)!
N
1

31 thank Taras Klymchuk for suggesting a very similar solution technique; any errors are mine.

foranymel, 2, ..., N.
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We may now plug this formula for probabilities of intersecting events back into
the original inclusion-exelusion formula:

N N i
P (U Ak) = Yy (-1 ( N )P (ﬂ Az-)
k=1 m=1 m k=1

N
_ (_1)m+1
- r; m!
N

- g

=1

N

-]y
- =X

— 1= = as N — o0.

The final result is about 63%, but a guess of % is close enough.

Answer 1.32: First of all, “very small” is classic physics slang for very, very small
(i.e., so small that it is a pinpoint mass). If the rock is tossed overboard, the
water level falls as though water equal in mass to the mass of the rock is being
sucked out of the pool. The rock forces the boat fo displace the rock's mass
of water. After the rock is gone, the boat rises up, and the water leve] falls
down {Archimedes’ Principle).?

The next time you are washing dishes, try this experiment. With the sink
haif-full of water, float a drinking glass. Now drop a steel ball bearing gently
into the glass. The glass sinks down, displacing a mass of water equal in mass
to the mass of the ball bearing, and the water level rises. Now pluck the ball
bearing from the glass, using a magnet. The reverse happens, the glass rises,
and the water level falls as though water equal in mass to the mass of the ball
bearing is being sucked out of the sink.

Answer 1.33: The answer involves both mathematical induction and game the-
oretic arguments.

If there is exactly one cheating man in the town, Mr. C, say, then every wife
except Mrs. C knows who he is. Not only that, but Mrs. C is unaware of any
cheats—the stranger’s announcement comes as a shock to her. Immediately
after the stranger's announcement, Mrs., C asks: “Who can be cheating # |
have seen no cheats?” The only possible answer is it is Mr. C. Come the next
morning, his happy days are over, and out he goes.

Suppose instead that there are ezactly twe cheating men in town: Mr. C1 and
Mr. C2. In this case, Mrs. Cl knows there is one cheat in town {Mr. C2), and

32 Archimedes said simply that an object in a Auid experiences an upwards force equal to the
weight of the fluid that is displaced by the object.
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Mrs. C2 knows there is one cheat in town (Mr. C1)—the stranger’s announce-
ment comes as no shock to either woman. Each thinks there is only one cheat
in town and fully expects him to be kicked out the next morning (each wife
thinks the other poor woman is in the position of Mrs. C mentioned above}.
The first morning after the announcement comes, and the streets are bare.
Mrs. C1 concludes that Mrs. C2 did not kick her husband out because she did
not think he was a cheat. How could Mrs. C2 be so foolish? Mrs. C1 knows
that Mrs. C2 believes the prophecy, so the only possible reason for Mrs. C2
not to have reacted is if Mrs. C2 saw a cheat herself. Mrs. Cl asks herself:
“Who did Mrs. C2 see cheating, when the only cheat I can see is Mr. C27”
The only possible answer is that it is her own man, Mr, Cl. Come the second
morning after the announcement, Mr. C1 and Mr. C2 are both kicked out {the
latter because Mrs. C2 went through the same thought process)}.

Suppose now that there are ezactly three cheating men in town: Mr. Ci,
Mr. C2, and Mr. C3. In this case, each of Mrs. Cl, Mrs. C2, and Mrs. C3
thinks that there are two cheats in town and believes in the innocence of her
own man. However, come the second morning, they are each very surprised
1o find the streets empty. Had there been exactly two cheats, as each of the
wives had surmised, then the cheats should have been kicked into the street two
mornings after the announcement—as per the argument above. The empty
street means that a third cheater exists—one previously assumed innocent! So,
three mornings after the announcement, all three cheating men are bounced
out into the street.

More generally, let me assert that if there are exactly n cheats, then they
will all be kicked out into the street on the nth morning after the stranger’s
announcement. If my assertion is true for n cheats, and a wife sees n other
cheats but finds the streets bare on the nth morning, then she is shocked to
conclude that her own man must be unfaithful to her. She (and each of the
other n wives) will kick her man out the next morning. That is, if there are
n + 1 cheats, then they will be kicked out on the {n + 1)st morning. That is,
if my assertion is true for n cheats, then it is also true for n + 1 cheats.

I proved my assertion to be true for n equal 1o each of one, two, and three, It
follows my mathematical induction that it is true for all n (in fact, I needed
only to prove it for n = 1 for the proof to go through}.

It foliows that if cheating men are kicked into the street for the first time
on the tenth morning after the stranger's announcement, then there must be
exactly 10 of them.

Answer 1.34: This is one of the easier questions in the book. H you are peeking
here for a solution, then go back and think about mathematical induction.

Let V(n) denote the minimum number of moves needed for n rings. I assert
that V(n) = 27 — 1, for all positive integers n (I will justify this shortly). The
proof uses mathematical induction.
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Case n = 1: With one ring, it certainly takes exactly one move. My assertion
is thus true for the case n = 1.

Case n = N: Suppose that my assertion is true for n = N, and consider the
case n = N + 1. By assumption, it takes V(N) = 2% — 1 moves to get the first
N rings to pole #2. Use one additional move to get ring #(N + 1) to pole #3.
Now use V(N)} = 2 — 1 moves to move the N rings on pole #2 to pole #3.
The total number of moves used is 2V (N) + 1 = 2(2V — 1) + 1 = 2W+1 .
However, this is just V(¥ + 1). That is, if my assertion is true for n = N, it
is also true for n = (N + 1).

The result follows, because I showed my assertion is true for n = 1, and I
showed that if my assertion is true for n = N, then it is also true for n = N +1.
In particular, because I showed the assertion to be true for n = 1, it follows
that it must be true for n = 2. It then follows that because the assertion is
true for n = 2, it is also true for n = 3, ... and so on, up to oc.*®

With n = 64 rings, it takes V(64) = 264 — 1 = 18, 446, 744,073, 709, 551, 615
moves. At one move per second, it would take you 584.5 billion (i.e., 584.5
thousand million} years to complete this task. The Earth will fall into the Sun
in less than one-hundredth of this time period.

Answer 1.35: The ordinary differential equation (ODE) " + 4 4+ u = 1 has a
simple solution. This is a second-order linear ODE with constant coefficients,
so we need only search for solutions to the homogeneous form u” + o' +u = 0,
and then tag on a solution to the specific nonhomogeneous equation given.

Solutions to a second-order linear homogeneous ODE of form Auv"+Bu'+Cu =
0 are of form®
ufz) = ae™M® + be?,

where A3 and Ay are the roots of the characteristic equation:
AN+ BA+C=0.
1t follows {using the quadratic formula) that

~B+ VBi<3AC ~14+v1-4 -1 V3,
24 - 2 =5 Egh

A1, Ag =

where ¢ = /1. In our case, u = 1 is a solution to the specific nonhomogenecus
ODE, so the general solution must be of form

u(z) = ae(:ﬁbr%gi)x + be(:%_%gi)r 41,

32 A natural question to ask is how I guessed that V' (n) = 2" — 1 to begin with. 1 got this because
1 figured that V(n + 1) = 2V{(n) + 1 had to hold, and V{1} = 1 is obvious. These together are
sufficient to deduce the functional form of V{n).

*nless A1 == Az = )\, say (i.e., a repeated root}, in which case solutions are of form u(z) =
axe*® + be**.
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for arbitrary constants ¢ and b. To pinpoint ¢ and b, you need two initial

conditions {not supplied here) in addition to the ODE.

H you prefer a solution with real-valued functions (but with possible complex
coefficients), then you may use eATH#IZ = eAZeliT = eArleng(yir) + isin(px)],
and then add and subtract the two components of the general solution to get

an equivalent solution (Boyce and DiPrima [1997, p. 148]):

u(z) = d'e™ 3 cos (?z) + be 5% sin (?x) + 1

Answer 1.36: The obvious application is to proportions of a portfolio invested
in risky assets (see Questions 3.19 and 3.20). Make the substitution b = 1 —a.

Then the variance of the sum is

V(8) = a*0% + 2a(l — a)poxoy + (1 — a)’0d.

The first-order condition is ‘1’(;9 = (). The partial derivative is:
82515) = 2a0% + 200x0y — dapoxoy + 2(1 — a)(~1)o?

w2 [a(a& — Q00 x0y + 0%) + poxoy — a;‘;] .
Thus, the particular ¢ that satisfies the first-order condition is

. oy —poxoy
(ai» - 2pox Oy + cr%)

We should cheek the second-order condition

2V (S)

£ > {},

a=a*

{0 make sure this is a minimum, not a maximum. This is straightforward:

18°V(§

2 Ba""“"(z ) = k- 2poxov +ot
> % — 2+1Doxoy +of
= (ox —oy)?
> 0

and the first inequality is strict unless p = +1.

1u fact, I have solved the unconstrained problem—ignoring the constraint 0 <
a < 1. If a* breaches the constraints, the constrained solution for o is either 1

or 0, depending upon whether oy or gy is the smaller respectively.®

35 1'he a" will breach the constraints if the correlation p is large enough or the standard deviations

are disparate enough that either Z& < por ZX < p.
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In the special case where p = —1 (perfect negative correlation), the solution

for a* is given by

2
* Oy — POIXOY

(0% — 2p0x0y + 0F)

U%/ +exoy
(0% +20x0y + 0%)
oy(ox + oy}

(UX + Gy)2

ay

(ox +oy)’

and this particular a* gives variance of aX 4+ bY equal to zero.

Answer 1.37: The lighthouse question is an old favorite.? The lighthouse is a
distance L from the coast. The beam of light casts a “spot” a distance R
across the sea from the lighthouse (see Figure A .4).

the lighthouse

Y x coord.

the coastline spot —- @ V

» ]
el

D=Vdt

Figure A.4: The Lighthouse Probiem

Note: Refer to this figure for both solutions to the lighthouse prob-
lem. The first solution uses the z-y coordinates and @; the second
solution uses o, [, and Dy; both solutions use L, R, and V.

FIRST SOLUTION
Using the coordinates in Figure A.4, the coastline is the line ¢ = L. The

spot hits the coastline at the coordinate pair (z,y) = {L,Ltan(#)), where 8
is the angle between the beam and the z-axis. Suppose § = 0 when { = {,

27

then 8 = wt = %t where w = % is the angular velocity in radians per second

G0

3%[ thank Valert Smelyansky for advice; any errors are mine.
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(the beam makes one revolution per minute and ¢ is measured in seconds).
The speed V of the spot along the coastline is the partial derivative of y =
Ltan{#) = L tan{wt) with respect to &

w il

Vo= b
cos?(wt)

[Ltan(6)] = —[L tan{wt)] = wL sec?(wt) =

91@
93!09

P‘rom Figure A.4 we see that cos{wt} = ﬁ, so we conclude that V = {wa*i} m

. In our particular case, with w = 60 % radians per second and L = 3, the

speed of the beam is ’“?) miles per second. When the beam is 3L = § miles

down the coastline, R? = 10L? = 90, and the speed is just # miles per second.

More than once, people have suggested fo me that the velocity V is a constant
(i.e., V is the same regardless of how far along the coast the spot is cast}—this
is clearly incorrect.

SECOND SOLUTION

Follow the beam’s course for a small time interval dt. In Figure A4, we
see that the beam's spot covers a distance D = Vdt along the coast, while
the beam’s “perpendicular motion” covers a distance D) = wRdt (where V
is the spot’s speed along the coast, and w = g—’g radians per second is the
beam's anguliar velocity}. For small dt, the distance triangle is a right-angle
triangle, so sin{a} = %‘ = “’V%‘? = %}3. Looking at the larger triangle, we see

sinf{a) = }’%. Thus, V= %ZE, as before.

Answer 1.38: I present two solution techniques: an elegant approach followed
by a “hammer-and-tongs” brute-force approach. Please see Figure A.5.

FIRST SOLUTION

Imagine the 20 x 20 chessboard in frout of you, with the stacks of cubes on it as
in Figure A.5. Now slice through the cubes horizontally at height 20 units. The
cubes above the slice all lie in the southeast lower-friangular section below the
non-feading diagonal. Now flip the above-the-slice cubes across the diagonal
from southeast to northwest. They will fill the lower stacks to a height of 20
units. You now have a solid cube, and the total number of cubes must be
n® = 20° = 8, 000.

SECOND SOLUTION

Identify the squares using horizontal and vertical indices, counting from the
northwest corner. Let i count down and § count across. Then it is readily seen
that the square with coordinates (4,j) has (¢ + 7 — 1) cubes on it. It follows
that®, in the general case of an n x n chessboard), the total number of cubes

57} make use of the property that z:;‘: 1 d= Mﬁgil {see Question 1.3}.
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Figure A.5: Number of Cubes on Each Square of a 20 x 20 Chessboard {A)

Note: The figure shows the number of cubes on each square of a
chessboard, starting with one in the northwest corner and stepping
up one each time you step south or east.

is given by

T T

YN (i+i-1) =

im] jml

T

Y -1+

1j=1

ot 1y 220

)

(n2+nm2n+n2+n)
— n .

T?'M:s

i
[

—

13
T+

- ﬂ3.

Answer 1.39: The naive strategy is to run directly away frorn the dog toward
the edge of the field. However, at speed v, it takes you & nits of time to get
to the perimeter, while it takes the dog only é%’{f m fu}f = % x {}3 units of
time to get there—-so he will meet you and eat you. You somehow need to get

further from him and closer to the fence before you make a run for it.

Suppose you behave somewhat like the dog. Step away from the center of the
circle until you are at a radius of B Now constrain yourself to running circuits
around that radius. It takes you 3 ”R units of time to run half-way around this
circle. The dog can also run ha.lf-way around the field in the same time. That
is, at this radius, you and the dog are perfectly matched in your abilities to
run: around in circles.

Now suppose you step slightly closer to the center of the circle. Let us say
you now start running around in circles of radius ZR - ¢, for some small €. In
this case, you have a slight advantage over the dog: you can run around your
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circle in slightly less time than he can run around his. As you run, the dog
tries to track you. However, you are gaining a little on the dog with every
circuit. Eventually, you will be at the “top” of your circle, when he is at the
“bottom™ of his. Now it is time to make a run for it. You only have to travel
a distance of R — (& —¢) = $R + ¢. The dog has to travel a distance 7R to
meet you. You can ocutrun him as long as the time it takes you at speed v is
less than the time it takes him a$ 4v, that is

§R+e R
< JR—
v 4
3 R
@ gftte < 7
< 3R+4 < =wR
(w — 3)R
<> € < w..&..._m

1t follows that if you choose an e such that 0 < ¢ < L’L::flﬁ, then you can run

in a circle of radius —? — ¢ until you are as far from the dog as possible and

then you can escape by running away from him.

Story: I recall reading in the WSJ about one young woman who was asked
her greatest weakness {a common interview question). Without thinking, she
blurted out the answer “chocolate!”

Answer 1.40: There are two methods. The first method assumes a known prob-
ability result (this may be sufficient for you); the second method subsumes the
first by proving the aforementioned probability resuit before proceeding.

FIRST SOLUTION

The integral is immediately recognized as a simple transformation of an inte-
gral over the entire domain of a normally distributed random variable.

The standard normal distribution has probability density function f{u) =
v%;e“%“z, for —oc < u < +00. Integrating over the entire domain must
produce total probability mass of unity:

/+°° flu)du = o mee“%“ﬁdu |
oo —eo V27
If we substitute in z = %u (to make the integral look like the one we seek},
then do = w\},jdu, and we get

+oc

ey = 1.

—oo VT

Multiply both sides by /7, and the result follows immediately.
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SECOND SOLUTION
let I = ff;o e *’dz. Then squaring gives the following:

00 b
r = ( ] “Ezdx) ( / e"yzdy)
= / / r2+y2)dyd$
B beiow / / e rdrdﬂ
=
am T dé
~/‘;*0 2 } re==(0)

1 o
= - df = 7.
2 Jo—o

Thus, I = /7, as required.

The above basis change from Cartesian coordinates to polar coordinates uses
the transformation x = rcos @, and y = rsin 8. This implies that z? + y? = r2,

However, there is more to it than this. You also need to know the generail resalt

/x/yf(x’y)dzdyE/;/rf(I(ﬂ 8), y(r, 0))rdrdf.

The “r" in the integrand on the right-hand side is the “Jacobian™ of the
transformation from Cartesian to polar coordinates. The Jacobian, J, is just
the determinant of the matrix of partial derivatives of the transformation.
That is

f/f(:c,y)d:cdy = //f{:z:{-r, ), y(r, 8)}Jdrdf, where
xJdy tJr
Az, y)

fiid %%
o
Sircosd]  frcosd]
"""" 6{1"2{:1 & B{Tg?n 8]
ar ot

D=4
il
LY

g

sinf rcosé

B cosf —rsind ’
= pcos®f + rsin’f
= 1{cos®§ + sin’8) = r.

For more on Jacobians, determinants, and transformations, consult DeGroot
{1989, pp. 162-166) and Anton (1988, pp. 1068-1069}.

Answer 1.41: Of all the simple trigonometric functions that you might have been
asked to integrate, { sec#d@ has arguably the most complicated answer.
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Perhaps it is useful to review quickly the definitions of these trigonometry
functions. Consider a right-angle triangie (see Table A.3). Let 8 be one of
the acute angles {i.e., one of the two angles of less than 90 degrees). Let the
lengths of the sides of the triangle be denoted by “A” (the side adjacent to the
angle 8), “O” (the side opposite to the angle #}, and “H” (the hypotenuse—
opposite the right angle), then the elementary trigonometric functions may be
defined as in Table A.3.%%

Table A.3: Trigonometric Functions: Definitions

ing= 2 o Ho 1
siné = % cosecf = 7 =

—_ A e B 1
cosl = 4 secemA~~—mmg

_ & __ sing A4 _ 1 __ cosé@
mngm/ﬁ“co@ﬁ‘ COtew_ﬁmtanG‘“sinﬂ

A
Mnemonic: “SOH-CAH-TOA”

Note: These definitions are for the triangle illustrated. The sides
are of length A {(adjacent to the angle 8}, & {opposite to the angle
8}, and H (the hypotenuse}.

For the particular problem given, { sec #d#, we see in Table A 4 that the answer
is In| sec 8+ tan #| (up to an arbitrary constant of integration}, which is readily
verified via differentiation.

Answer 1.42: Thesum 522, e=V® takes the form $°°° . a,,, where a, = e~V".
There is a whole host of tests for the convergence of such sums. Before we
lock at these, a short review of the terminology is in order.

A “sequence” is a set of numbers a1, a2, a3, ... indexed in a particular order
corresponding to the natural numbers. We may denote the sequence as “{a,}.”
Each number, a,, in the sequence is a “term.” The “limit of a sequence” exists
and is equal to [ < oo if the numbers a,, get closer and closer to ! as n geis
larger. That is, limy, ,x0 0, = {. If such a limit exists, then the seqguence is
said to “converge” to that limii, and the limit is unique. If a sequence does
not converge, then it “diverges.” There is no mention of additivity here: A
sequence is a succession, not a sum.

3 he trigonometric functions’ names are short for sine, cosine, tangent, cotangent, secant, and
cosecant.
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Table A.4: Trigonometric Functions: Calculus

[ f(z)dz f(=z) f(z}
—cos sin ¢ cosd
sin @ cosf —siné
In | sec 8] tan @& sec’ 6
In | sin 6} cot @ —cosec® 0
Injsect + tand| | secé secf tand
In| tan 36| cosecf | —cosecfcot 8

Note: The middle column gives a trigonometric function. The
columns to the left and right give the integral of the function
(ignoring arbitrary constant), and the derivative of the function,
respectively.

A “series” is formed from a sequence via partial sums. Let §; = a;, S =
a1 +ag, S3 = a1 + ay+as, and so on, so that S, = 31, a; is the nth “partial
sum” of the sequence {a,}. Thenthesum ) .- | a, is referred to as an “infinite
series.” The infinite series ) .- , an, is said to be “convergent” if the sequence
of its partial sums {S,} is convergent.

A necessary {but not sufficient) condition for convergence of an infinite series
{an} is that ap — 0 as n — oo. In our case, a, = e~VT = @, so we cannot
reject convergence.

The first (of several) formal tests that comes to mind is The Ratio Test {for
series with positive terms only):

<1, =3 a, converges,
>1, = > a, diverges,
=1, => the test fails.

. Ony1
lim —t

N+ iy

In our case, the test fails because

. sl . 6‘/;1
m /= = lim

= 1,
0 (i n—400 gvntl

The next formal test for convergence that comes to mind is The nth Root
Test {for series with positive terms only):

<1, =3 a, converges,
im Yap{ >1, = 3. a, diverges,
N3 .

=1, => the test fails.
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In our case, the fest fails because

T

i Tt e 1 —ﬁ)
Jm o = Jim (e
= lim e_“'ité xn
n—r oo
= lim e“"‘“é
To—
1

= limm —
TT—+¥0Q (37’;
= 1.

When the two tests above fail, we head for Raabe’s Test {for series with
positive terms only):

= Y an diverges,
= 1, = the test fails.

A
=

lim [n (1 - Gndl

O an

)] >1, = Y an converges,

In our case, the test indicates convergence because

lim l:n (1m “"“)] = Jim [0 (1™ V)] 50,

To-d OQ Gn — O

However, the algebraic proof that that last limit exceeds one is by no means
elegant. Instead of proving it, I present another test of convergence that is
both elegant and conclusive.

The Integral Test applies to a series Y a, of positive terms. Let A(z)
deniote the function of x obtained by replacing n in a, by z. Then if A{x) is
decreasing and continuous for x > 1,

oo + o0
Z a, and f A(z)dx
Eal

frzzl

either both converge, or both diverge (Anton [1988, p. 623]).

In our case, a, = e~ Y™, To test for convergence of Eg‘;l aqn. we may lock at
convergence of f;zof A(z), where A(z) = e~ V7 is seen to be both decreasing
and continuous for z > 1.

We need [ e~ VZdr. My first guess for this integral is
/e“ﬁd:c = e VE 4 piemVE = (14 /Z)e VE,

However, differentiation shows that I am out by a factor of —2. If you cannot
guess this directly, you need some practice with integration by parts. We get
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the following integral:

+o 50
/ e Vide = —2(z+ﬁ)e—ﬁl
=1

= 2(1+ Vz)e vV

= 2(1+x/5)e_ﬁ1m2(1+\/5}e vE
- éWQﬁm LL:‘:_[{Z

£ r—00  gVE
P ) S
€ u-toc el €
because /z -+ oo if and only if z — 00, and lim,.,e0 (1:;“) = 0 is well known.

It follows that the series is convergent! Incidentally, the limit of the series
Zn 1€ =V is only slightly below g».

The Comparison Test says that if there exists N < oosuchthat 0 < g, < b,
for n > N, and if E 1 b is convergent, then so too is 2 2 an. This also
works in reverse: If an an is divergent, so too is 3729 b,,. This test requires

that you construct by, In our case, if n > 75, then a, = e~V < ;}; = by, and

e -~g is known to converge! In fact, 3752 4 =y = i *~ (Spiegel [1968, p. 108]).

It is worth noting that if Y |a,] converges, then Ean converges also. The
former is referred to as “absolute convergence.” Thus, absolute convergence
of an infinite series is sufficient for convergence. Absolute convergence is not,
however, a necessary condition for convergence. A series that is convergent,
but not absolutely convergent, is said to be “conditionally convergent.”

A final convergence test we might have trie(i is Gauss’ Test (for series with
positive terms only): I “& =1 & = 4 —'5, where there exists an M > 0, and
an N such that |b,] < M Toralln > N then the series S Lan is

1. convergent if £ > 1, and

2. divergent or conditionally convergent if £ < 1.

For more information on tests of convergence of series, look to your favorite
calculus book. Most of the above-mentioned tests should appear if the book
is worthwhile.

Answer 1.43: The numbers used and the situation described may differ from
question to question, but the general solution technique is always the same.
Factor the product into all possible triplets: (1,2,18), (1,3,12), (1,4,9), {1,6,6),
(2,2,9), (2.3,6), and (3,3.4). Which one is it?7 Well, Mary knows the sum,
and these potential triplets sum to 21,16,14,13,13,11, and 10, respectively.
Knowing the sum was not sufficient for Mary to pin down the triplet, so it
must be a triplet with a npon-unique sum: 13 in this case. This cuts down the
candidates to (1,6,6) and {2,2,9). John says the eldest is dyslexic, so there
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must be an eldest {ignoring rubbish answers like one twin is 20 minutes older
than the other). That just leaves {(2,2,9).

Answer 1.44: You know one of the eight balls is heavy. Compare one group of
three to another group of three. You need only one more weighing—for a total
of two weighings.

Story: 1. He whistled when the interviewer was talking. 2. Asked who the
lovely babe was, pointing to the picture on my desk. When I said it was my
wife, he asked i she was home now and wanted my phone number. I cailed
security.

Interview Horror Stories from Recruiters
Reprinted by kind permission of MBA Style Magazine
©1996-2014 MBA Style Magazine, www.sbastyle.con

Answer 1.45: The sums in Table A.5 are well known {the first is discussed ex-
tensively in the answer to Question 1.3).3% You should certainly know the first

Table A.5: Sums of k, k%, and k°
:_1 L 'ngnz-i-l!

En k2 ﬂ§ﬂ+1152n+11

k=1 &

FPIRY-]
E:z}_ ka 1 !n:vl!

sum by heart, and you should note that the third is the first squared (Gra-
hame Bennett has given me a very elegant geometrical proof of this). My first
solution uses a sensible guess plus induction. My second solution is similar,
but requires that you notice or already know a special result.

FIRST SOLUTION®

Given 3 p_, k = n{n+1)/2, let us assume Y p_, k* equals an (¢ + 1)**-order
polynomial f%(n). In the case { = 2 (i.e., trying to find 3 p._, k%), let this
polynomial be f{%(n) = an® + n? + cn + d. We can calculate f@(n) for
1 == I~4, and set up the system of Equations A.1.

) = a + b+ ¢+ d = 1
22 = 8 + 4b + 2c + d = 5 (A1)
3 = 27a + 9 + 3¢ + d = 14 :
f94) = 64a + 16b + 4c + d = 30

#The fourth-order result is not weil known: Y p_ &* = n{“'“m“;é@":”“—” (Spiegel [1968,
p. 108}).
401 thank Vince Moshkevick for suggesting this technique; any errors are mine.
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Standard row-reduction techniques soon yield a = 1/3, 6 = 1/2, ¢ =1/6, and
d = 0. Thus, f\?(n) = 2”3+g“2+“ = “(n“%{g"“). Having obtained a formula

n, then it works for n + 1. That is, we show that f(n)+(n+1)?= f(n+ 1) :

20° +3n® + m
2n3 +§n2 +13n +6

(n + 1)(n6+ 2)(2n + 3)

[(n+ Z)][(n6+ D+ 1R2n+1)+ 1]

6
= f{n-+1}, as required. (A.2)

f(n) + (n+1)° + (n®+2n + 1)

The case f®n) = S k=1 k% may be proved in exactly the same fashion, and
I leave it as an exercise.

SECOND SOLUTION
If you notice that > ¢, 1= n and 3 ¢, k = n{n+ 1)/2, you might deduce
the following pattern:¥

i = n
k=1 1
; + 1){n+2
n gk(k+1) _ N ;(n )
;k(k“}“l)(k+2) - “(”+1)(n4+2)(n+3)

These can each be proved easily using mathematical induction. For example,
the third equality immediately above is easily proved true when n = 1 (both
sides equal 2). To prove this third equality in general, we now need only show
that increasing n by one on each side of the equality has the same incremental
effect on both sides. That is, we need only show that the right-hand side
evaluated at n = (¥ + 1} less the right-hand side evaluated at n = N gives

11 thank David Maslen for suggesting this technique; any errors are mine.
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what would be the (N + 1)¥ term in the summation on the left-hand side:

(N+DIN+2)(N+3) N(N+1(N+2)
3 3
(N+z)3(N+2)((N+3)qN)
_ W 1)3(N+2)(3)
(N + (N +2)

= k{k+1) QED.
k=N4+1
The results we are interested in follow quite easily now because, for example,
S k=30 k(k+1) - 3P _ k. and we have expressions for both the
latfer surnmations.

Answer 1.46: Deciphering the optimal strategy is analogous to locating an opti-
mal stock price exercise boundary for an American-style option. Calculating
the expected payoff to the game, assuming the optimal strategy, is analogous
to valuing an American-style option. Like valuing an American option, you
have to work backward through a decision free, calculating the expected pay-
offs to proceeding versus stopping at each node. For two, four, six, and eight
cards, the expected payoH to the game is $ $2 $1e and $1, respectively,
when following the optimal strategy. The twowcard game decision tree is a
suitb-tree of the four-card game decision tree, so later results can be appended
to earlier ones. Stop reading here and try to replicate these numbers.

Let R and B denote the number of red and black cards, respectively, when
you begin play (R = B = 28 in our case). Let r and b denote the number
of red and black cards remaining in the deck at some intermediate stage of
the game when you are trying to decide whether to take another card. You
get +1 for each red card drawn and —1 for each black card drawn, so your
current accumulated score is the number of reds drawn so far less the number
of blacks drawn so far: (R — r) — (B — b). The expected value of the game
V(r,b} is the current accumulated score plus the additional expected value,
if any, remaining in the deck, assuming optimal play. With r and b cards
remaining, denote this additional expected value as E(r,d). Thus, the value
of the game is V{r,b) = (R~r)— (B — b+ E(r, b}. Simple logic dictates that

E(r, b) is defined recursively as follows: 42
0,ifr=0
r, ifb—0
E(rd) =9 nax {0, 75500+ B~ 1,0 + 2511+ E(rb - 1)1},
otherwise.

%21 thank Paul ‘Faurner for solving this problem when it was posted as a challenge question on my
web site; any errors are mine.
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Table A.6 gives all the necessary information for you to solve the easier game
ir: which there are four cards of each color. It is worth noting that the recursive
definition of E{r b), when seen in action in Table A.6, produces a complicated
Pascal's Triangle type of calculation when working from the lower right to
the upper left.®® That is, E(r,b) in each cell depends on E(r,b) in the cells
immediately to the right and below. As mentioned previously, in the two-,
four-, six-, and eight-card games, the expected payoffs are $1. 62 $%~g, and
$1, respectively, and these are visible on the leading diagonal in Table A.6.

Table A.6: The Red/Black Card Game

0 (4,4 1@ | 2 @3 a4 14 04
L &8 8 Gl o G| EHio 3.9
1 142 2 N 3 NN |4 NN
-1 (4,3) o 33| 1 @yl 1y 3 03
1 39 8 G| s Gy G (3D
28 iz & y |2 N |3 NN
2 @4l 1 B2 e @22l g2 2 ©0
2 (4|4 @D GD|o BP0 B
z i ¢ Y |1 N |2 NN
3 @n |2 @Byl el qnlr @
3t G n GH|y GHd Yo &
5 i 3 } Y 11 N
4 4ol -3 30 |2 @201 0 o 00
4 (1P 3 G.9) G3i1 Do 00
0 \; g Y 0 N
. . Accum. Score ir b}
Note: Fach cell is laid out as E{r,b} {Pred>Priack) |, where r and b are the
Vir, b} YN, or NN
number of red and black cards remaining in the deck, “Accum. Score” is the

accurnujated score so far (Le., (R —r} — (8 — b), where R = B = 4 in this
cose); Preq ABA Dhiecr Are the probabilities that the next card drawn will be
red or black, respectively; FE{r, b} is the expected additional value remaining
in the deck assuming optimal play; V(r, b) is the expected payoff of the game,
assuming you start in the top left celi (it is the sum of the two items above
it); “Y”" means yes you should continue playing; “N” means ne you should
hait {the cells are shaded to pick out the boundary), and “NN” means no you
should halt, but you should also note that it is not possible to get to this cell
if you start with an even number of each color card and play optimaily.

If the additional remaining value in the deck when playing optimally is zero

B Pascal’s Triangie has the following rows: [1], [1 1],{1 21}, 133 1], {1 46 4 1], and 50 on. Apart
from the 1's, each item is the sumn of the two items above. The (n + 1}** row gives the coefficients
in the polynomial expansion of {a + b}™.
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fi.e., E(r,b) = 0], you are not indifferent about continuing. Rather, you want
to quit immediately because in every case except one, E(r,b} = 0 implies
sl + E(r — L) + ;«_%E{wl + E(r,b — 1)} is negative, and that the “max”
function is being used in the recursive definition of E{r, b). The only exception
is when (r, b} = (1,2), and even then I3[l + E(r~1,b)] + ﬁs[wi + E(r, b—1)]
is zero and a risk-averse player would quit. When playing optimally, the last
card drawn is always red. That is, you never pick a black card and then quit.
The optimal score to quit at cannot be negative because you always have the
safety net of a zero payoff for sure if you draw every card. The optimal score
to quit at is a non-increasing step function of the number of black cards drawn
{(drawing red cards has no effect on the optimal score to quit at}. Drawing
biack cards can lower the optimal score to quit at. In the eight-card game, the
optimal stopping rule is: I you have turned over zero or one black card, then
quit if you can get to a score of 2 without seeing another black card; if you
have turned over two or three black cards, then quit if you can get to a score of
1 without seeing another black card; if you have turned over four black cards,
then the best you can do is draw every card and get a payoff of 0. In the 2n
card game with n red cards and n black cards, the expected payoffs are shown
in Table A.7.44

Table A.7: E{Payoff) in Red/Black Card Games (2n cards, n red, n black)

2n | r=b=mn | V(rb) (ratio) V{r,b} {decimal}
2 1 3 0.500000000000
4 2 Z 0.666666666667
6 3 5 0.850000000000
8 4 3 1.000000000000
10 5 i 1119847619048
12 6 28 1.229437229437
14 7 55 1.335372960373
52 26 R anaZ | 2624475548994

Note: These expected payoffs are derived using the same rules
used in the eight-card game. 1 have included the ratio form of the
expected payoff in case anyone spots & simple pattern.

Answer 1.47: You win if you can place the last coin on the table and leave no
space for me to place a further coin. A necessary condition is that the table be
radially symmetric. That is, there must exist a central point on the table {at

1 ¢hank David Maslen for the final ratis in the table; any errors are mine.
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its center of mass if the table is of uniform density and thickness) such that any
line drawn upon the table passing through this central point is evenly bisected
at this central point. Simple examples are a square, an ellipse, a rectangle, a
circular dise, efc.

You should play first and place your first quarter at the center of the {round,
square, ...} table. You should make subsequent moves by imitating me: Place
your quarter in the mirror image of my position when viewed looking through
the central point. This ensures victory because if I can still place a coin on
the table, then so can you.®

Although radial symmetry is necessary, it is not sufficient. The strategy does
not necessarily work if the table is a reguiar shape but not a simply-connected
one; for example, an annulus.*® If the table is an annulus and the hole in the
middie is bigger than a quarter, then the only change to your winning strategy
is that you should let me go first.

Answer 1.48: No, definitely not. You cannot tile the 62 squares with the domi-
nees. If you cannot see why, then go back and think again. This one is too
good to waste by peeking at the answers—stop reading here and try again
before reading further.

Each domino covers two squares that are side-by-side on the board. Each
of these pairs of squares consists of a black and a white. As you place the
deminoes, you cover the same number of black squares as white ones. However,
the two squares that are off limits are the same color (opposing corners on a
chessboard must be the same color). Thus, the number of white squares to
be covered is not the same as the number of black, and the dominoes cannot
cover them all.¥’

Naoki Sato has supplied an answer to his follow up question. Imagine a closed
path on the chessboard that passes through every square exactly once (moving
horizontally and vertically, eventually returning to the original square). The
two “X"s, unless adjacent, divide this path into two sections. Since one “X”
is on black, and one is on white, the two sections each cover an even number

451 thank Tim Hoel and Victor H. Lin for this elegant solution technique.

% An “annulus” is a disc with a hole in the center--like a musical compact disc, for example.
An annulus is path connected {any fwo points may be joined by a line}, and is therefore connected
(it cannot be split into two non-empty non-intersecting open sets), but it is not simply connected
{which requires path-connectivity and that any loop may be shrunk continuously within the set}).

47 An alternative solution has been suggested to me by Aidong Chen. Let each square on the
board be described by its coordinates {x,y) for 1 < x,y < 8. Any domino covers two adjacent
squares, either {x,y) and (z,y + 1), or (x,y} and {(z + 1,y). If we add those coordinates up, we
get 2z + 2y + 1 in either case. o tile the 62 remaining squares requires 31 dominoes. I we add
up 31 coordinate sums, each of form 2 + 2y + I, we must get an odd number. I we add up the
coordinate sums of the 62 remaining squares, however, we must get an even number {because the
sum of the coordinate sums of all 64 squases is even by symmetry, and the two corners to subtract,
(1,1} and (8,8), have even sums). So, it cannot be done.
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of squares. They may thus be tiled using the dominoces. If the two “X"s are
adjacent, the solution is obvious.

Answer 1.49: A prime number has no factors other than itself and 1. Thus, 4
is not prime because it has factors: (1,4}, and (2,2). Drawing a number line
might be a good way to explain this to an interviewer. I will just use words.

1. A prime p bigger than 2 cannot be an integer multiple of 2, else it would
not be prime. Thus, a prime bigger than 2 must be odd. Thus, p~ 1 is
even. Thus, p— 1 = 2n for some positive integer n. Thus, p=2n+ 1.

2. A prime p bigger than 3 cannot be an integer multiple of 3, else it would
not be prime. However, draw a number line and it must be that either
p—1or p+1 {(but not both} is a multiple of 3. That is, p is 1 away from
a multiple of 3, but we do not know in which direction. Thus, p£1 = 3m
for some positive integer m, where & means exactly one of + or —, but
not both. Thus, p=3m & 1.

3. The question asks about p* — 1. From #1 we see that p° — 1 = dn’ + 4n =
4n{n+1). One of n or n+ 1 must be even, and with that 4 there, we see
that p? — 1 contains a factor of 8 (i.e., 2 x 2 x 2).

4. From #2, we see that p? — 1 = 9m? + 6m = 3m(m % 2). Thus, p*> — 1
contains 3 as a factor.

5. If we picture p° — 1 factored out into all possible numbers of smallest
possible size, then the results from #3 and #4 cannot overlap. That is,
p® —1 contains factors of 2% 2x 2 and 3; thus, p° —1 is an integer multiple
of 24.

Answer 1.50: Let B be your bid. Let § be the true value of the firm. The
density function of § equals unity for 0 < § < 1. and zero otherwise. Your
payoff P is

P(S)m{ 25-B, fB>S§

0, otherwise,

The maximum post-bid firm value is 2, so you should bid no more than 2. You
want to maximize E[P(9)] with respect to choice of B in the interval [0, 2].
Your expected payoff is

S=1
E[P(8)] :/ P(S)-1-dS
S==f)
S=min{ B,1)
= / (25 — B)dS
5=0
S=min{B 1}
= (8%~ BS)
S=0
0, f B<1
1-B, if B>1,

so you should bid less than or equal to 1 and expect to break even.
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Answer 1.51: What is going to happen if you light both ends simultaneously?
The two fizzing sparking flames are going to burn toward each other and meet.
When they meet 60 seconds worth of fuse has been burnt in two sections that
each took the same amount of time. How much time? It has to be exactly
30 seconds because they both took the same time, and these times add to 60
seconds. Of course, you have to bend the fuse so that you can light both ends
simuitaneously and when they meet it probably won't be in the center of the
fuse.

Answer 1.52: Light Fuse 1 at both ends and simultaneously light Fuse 2 at one
end. As soon as Fuse 1 is burned out (i.e., after 30 seconds), light the other

end of Fuse 2.
N
3
&
E
start here .o T
]

Figure A.6: S-E-N Problem: The Earth

Note: The Earth is a perfect sphere with radius £. You start
your trek one mile north of a line of latitude having circumference
1/n miles, and radius  miles {so 2ar = 1/n). You must start
a distance of 1 + E - arcsin b miles from the south pole—see
Answer 1,53,

Answer 1.53: If your answer is “none” or “one,” then go back and think again.
There are, in fact, an uncountably infinite number of starting points that solve
this problem.

First of all, you could start at the north pole. On the middle leg of your walk
you would always be one mile south of the north pole, so the final leg would
put you back where you started. Second, if you start at a point close to the
south pole but one mile north of a line of latitude having circumference one
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mile, then the middle leg of your walk begins and ends in the same spot; the
final leg takes you back to your starting point. There are infinitely many such
starting points on the line of latitude that is one mile north of the line of
latitude having circumference one mile.

Similarly, if you start slightly further south, at a point one mile north of a
line of latitude having circumference one-half mile, then the middle leg of your
walk begins and ends in the same spot, and the final leg returns you to your
starting point.

Moare generally, if you begin on a line of latitude one mile north of a line of
latitude having circumference 1/n miles, then you will walk one mile south,
circle the line of latitude n times, and return to your starting point.

In the latter case, how far is your starting point from the south pole? Weli,
assume the Earth is perfectly spherical, and let E be its radius. Let r be the
radius of the line of latitude having circumference 1/n miles, so, 2ar = 1/n.
A simple sketch shows that the angle # between the axis of the Earth, and
a line drawn from the center of the Earth to any point on the line of lat.
itude having circumference 1/n miles, satisfies sinf = r/E (see Figure A6
and the trig’ review on p. 92). Thus, the arc length from the pole to this

line of latitude is the fraction W of the circumference of the Earth, 2nF.

That is, the arc length is E - arcsin 2;% {using r = 1/(27n)). You start one
mile north of this, at a distance of 14+ E-arcsin ﬁ miles from the south pole.

Answer 1.54: 100!1=100 x 99 x 98 x ... 3 x 2 x 1. Factor each number and count
how many supply a 5. Combine the 5's with all the 2's going spare to get
the 10's that give 0’s at the end of 100!. The following supply a 5 {or two, as
indicated): 5, 10, 15, 20, 25(2), 30, 35, 40, 45, 50(2), 55, 60, 65, 70, 75(2), 80,
85, 90, 95, 100(2). This gives the 24 zeroes at the end of 10018

933 26215
44384 41b26 81699 23885 62667
00490 71506 82643 81621 46858
28638 95217 59999 32299 15608
94146 39761 56518 28625 36979
20827 22375 82511 85210 91686
40000 00000 GOOCGO 00000 00000

Answer 1.55: The king should take one coin from bag one, two coins from bag
two, three coins from bag three, and so on, finishing with ten coins from bag
ten. Place this collection on the weighing device, and lock for the discrepancy
from E:ﬂli ounces. If the actual weight is 0.40 ounces short, for example,
then bag four is light, and collector four is the cheat.

¥ Type vpa factorial(100) 158 in MATLAR; vpa is variable precision arithmetic.
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Story: He took off his right shoe and sock, removed a medicated foot powder
and dusted it on the foot and in the shoe. While he was putting back the
shoe and sock, he mentioned that he had to use the powder four times a day,
and this was the time.

Interview Horror Stories from Recruiters
Reprinted by kind permission of MBA Style Magazine
{©1996-2014 MBA Style Magazine, www.mbastyle.con

Answer 1.56: Snap the bar into pieces that are one, two, and four parts long,
respectively. On day one, give him one part. On day two, exchange your two
parts for his one. On day three, give him back the one part. On day four,
exchange four paris for his three. On day five, give him one more part. On
day six, exchange your two parts for his one. On day seven, give him back the

one part.

Answer 1.57: We know the sum szl i ﬁ%ﬂl! = 5,060. So, add up
all the integers in the array and subtract them frorn 5 050 to find the missing
aumber,

Answer 1.58: Let us attack the mirror problem in stages.

Your Perspective, No Rotations: Put your wristwatch on your left wrist
and stand facing a mirror with your arms held out as though you are being
crucified {it is a tough interview remember}. Your reflected self’s wristwatch-
bearing arm is pointing the same direction as yours. Your wristwatch is to
the left of your head, and your reflected self’s wristwatch is also to your left
of his or her head. There has been no flipping of left for right. Similarly, if
vour head is pointing up, then your reflected self’s head is also pointing up,
and there has been no flipping of up for down.

Perhaps this is clearer if you write a sentence on a transparent plastic sheet,
and hold the sheet in front of your body, as though there is no mirror at all
and you are simply reading what you have just written. Now look in the
mirror. Fhe reflection of your sheet in the mirror is not reversed. That is, the
left-most word is still left most, the right-most word is still right most, and
you can still read the reflected image from left to right.

Viewed from your perspective, everything about you that is left, right, up,
or down is still left, right, up, or down, respectively, in your reflected image.
There is thus no flipping of left for right or up for down. What has flipped
is that if you are facing east, then your reflection is facing west. It does
not matter for the sentence written on the transparent sheet, because it has
no depth. It does matter for you, because your reflected nose is facing the
opposite direction.

Your Perspective, Rotation of Yourself: If your interviewer suggests that
there really is a flipping left for right of your reflected seif, but not up for down,
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then this requires an implicit rotation of your perspective about a vertical axis,
to place your right-handed self into the imagined boots of your reflected seif
who is left handed and standing on the other side of the mirror. To get a
one-to-one mapping (so the boots fit), however, you still need to flip yourself
left for right {without changing the direction in which you are facing) because
your wristwatch is on your left wrist—the opposite of your reflected self. Had
you instead rotated yourself about a horizontal axis, and then attempted to
place yourself into the imagined boots of your reflected self, you would find
your noses pointing the same direction and your wristwatches on the same
sides, but your head would be between the feet of your reflected self, and to
get into those imagined boots, you would still need to flip yourself up for down
(without changing the direction in which you are facing).

The fact that neither a rotation about a horizontal nor a vertical axis suffices
to place you into the imagined boots of your reflected self, confirms my earlier
assertion: There is no fipping of left for right, nor up for down, but rather,
a flipping in the direction of the depth. If your interviewer firmly believes
that a mirror does flip left for right, then he or she is predisposed toward
rotation about a vertical axis (something many of us do every day), and has
not thought through the consequences of the attempted one-to-one mapping.

Story: 1. She wore a Walkman and said she could listen to me and the music
at the same time. 2. Balding candidate abruptly excused himself. Returned
1o office a few minutes later, wearing a hairpiece.

Interview Horror Stories from Recruiters
Reprinted by kind permission of MBA Style Magazine
©1596-2014 MBA Style Magazine, wwv.sbastyle.com

Answer 1.59: Yes, it can be done, in theory if not in practice. I you are stuck
and looking for a hint. think about inverting a condom and covering it with
another.

Let us label the condoms €1, and C2. and the men M1, M2, and M3. M1
wears C'1 with C2 placed over it. M2 then uses C2, which is still clean inside.
M3 then wears C1 inverted (C1's outside, you will recall, was kept clean by
C2}, and places the twice-used C2 over it. Don't try this at home.

Answer 1.60: You will take a total of ten steps. Five of these steps will be east;
five will be north. You only need to choose which five of the ten steps are east.

There are (150) = 5{{11(?15)! = ?fg;f = 32’2230 = 252 ways to make this choice.

Answer 1.61: Easier than it looks! If the bill is X, then with the tip it is 1.2X
and %13 is just one fifth {i.e., 0.20}. So, all you have to do is multiply the
quoted bill by 2 and move the decimal place! The bili was 132.67, so times 2
gives 265.34 and move the decimal place to get $26.534 (you should be able to
do that in your head}. The key here is that %2 multiplied by 132.67 has much
more structure than dividing the multiple of 1.2 and 136.67 by 6.
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Answer 1.62: We need to figure out whether the area of the large pizza is greater
or smaller than the sum of the areas of the medium and smasll pizzas. The
area of a circle is proportional to the square of the diameter. So, let L, M, and
S be the diameters of the three pizzas, respectively. We need only take half
of each pizza and lay the three halves on the table so that the corners touch
and the three diameters form a triangle. If the angle in the corner where the
small and medium pizzas touch is a right angle {check it using one corner of
the pizza box!), then L? = M? + §? holds by Pythagoras’ Theorem and the
two orders are equally attractive. If the angle is larger than a right angle, then
L? > M? + S§? and the large pizza is the better deal. If the angle is smaller
than a right angle, then L? < M?+ $? and the small pizza plus medium pizza
is the better deal. We could alternatively use a single slice from each pizza
(with side length equal to the radius of the circle) and form a triangle of side
lengths.

Answer 1.63: A sixth order polynomial has six roots. Irom complex analysis
you may recall that the roots to this sort of equation are distributed evenly on
a circle in the compiex plane of radius equal to the positive real root. So, the
roots are zy = 26" for k = 0,1,2,3,4, 5 Note that €™ = —1, so 2™ = ~2,
which makes sense.

Answer 1.64: We will use the standard high school physics equations for linear

motion with constant acceleration. There are, however, two very good reasons
for having a sensible guess at the answer before doing any math. First, if our
calculations give an answer that is wildly different from our guess, then we
have some baseline figure for suspecting we may have made an error in the
math. Second, if you start with a guess, it may be that your interviewer will
hold up a hand and say “OK, fine, let's move to the next question.” He or she
may just have wanted to get an estimate out of you to see if you can estimate
anything. They may not be interested at all in whether you remember simple
equations of motion. So, I would say “Well, I can estimate it using equations
for linear motion with constant acceleration, but first let me guess that it is
something like ...five seconds and 100 miles per hour” {(or whatever your guess
is).
Now, if we have to go on to the math, I would tell the interviewer that these
equations of motion ignore air resistance. The penny may in fact reach “termi-
nal velocity” (i.e., when drag from the air resistance produces an upward force
that perfectly counters the force of gravity, and the penny stops accelerating).
Even if it does not reach terminal velocity my estimate of speed will be an
upper bound only because the air resistance will slow the penny down.

Now, to do the math, we need to know how high the Empire State Building
is. From memory it is about 100 foors. Looking at the building I am sitting
in, I guess that each floor is probably about four meters, so let us assume it is
400 meters high.
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Now, let v be final velocity, u be initial velocity (i.e., zero), D be the 400m
traveled, and ¢ be the time taken. We can use v = u? +2-g- D, where
g = 9.8m/s? ~ 10m/s? is the acceleration due to gravity. Then v? = 2. 10-
400 = 8,000m?/s, so v = 90m/s {because 9* = 81, so 90% = 8,100). I keep
track of units so that I can do a “dimensional analysis” (i.e., so that I can
quickly confirm that the units of the RHS match the units of the LHS).

Then we can use v = u+ ¢ -t to deduce that 90~ 0+ 10-4¢, so ¢t = 9s. So,
it takes nine seconds, and it is traveling at 90 m/s when it hits the ground.
What is this in miles per hour {mph)? Well, we need to multiply by 60
and then again by 60 to get meters per hour, then divide by 1,609m/mile
to get miles per hour. I don’t even need the back of an envelope to get
90 x 60 x 60/1,609 = 324, 000/1, 609, but that’s very close to 320,000/1, 600
which is just 200. So, it takes nine seconds and hits the ground at 200 miles
per hour. That'’s not wildly different from my initial guess, so I have no reason
to suspect any error. I would now tell the interviewer that this is an upper
bound on speed, and a lower bound on time taken.

Answer 1.65: You are asked to express the integral f(z) = f;’:ze_“t_:“’“btdt in
terms of N(x). If you take that literally, then you will get stuck because that
cannot be done for general x. Rather, we will aim to express the integral as a
function of N(g(z)) for some g¢(-}.

We are aiming for the mzegrané to take the functional form of the pdf of the
standard normal: n{u) = Tme -3¢ . So, we need to “complete the square” in

the exponent, change variables, and be sure to remember the v/2x multiplier.
Let us focus on compileting the square in the exponent first; we need the minus
one half multiplier, so we can pull that out and then add and subtract half
the square of the coefficient of the linear term as follows:

maﬁ+bt = l(atQMth)
2 2
_ IR b
- -5 (t 2at)]
3 2 2
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Now for the change of variables. Let u = /a (t — —) Then du = Jadt, and
t=z=u =& (z e -) So, making the change of variables and collecting
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terms, we get
o0 2
f(:r) - f e % +btdt

e +2adu

1.2

= € - T/oc Valet) e 2% du,

We may rewrite this as follows:

2 {2 H o0 L2
a

o |V e x“)e“au du
. %}“N(V’E(xmg))]
= (ae-2)

where I used the property {1 — N{z)] = N(—z). The skills required to answer
this question are very similar to the skills required to manipulate pdfs when
deriving option pricing formulae in a Black-Scholes world.

flz) = e

;
]
[x
#

Answer 1.66: Well, if the answer were zero they wouldn’t be asking it. Just
multiply by the ratio of its conjugate to itself and divide numerator and de-
nominator by z:

i, (VeEET -2) = (v o) (YRR

. ”x2+9:mx2]
= lim

200 _\/1‘2-{”3} 4+
lim | ]
=] I | e —
00 ',/3:2,*, T 4T

, 1
= hm ——
A RV
=
2

Answer 1.67: Let y = =%, then take logs, differentiate implicitly, use the product
rule, and then use the definition of ¥ to recover the answer:

ln(y} = =zln{z)

1 dy
vz In{z) + 1
dy _ x
o = (1 + In(x))
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Answer 1.68: No, of course not. Replace the word “prime” with any other word,
and the answer is still no. If they are consecutive, then by definition there are
none of them in between!

Story: 1 was telephone-interviewing a candidate for an active equity research
job in London. His job would be the creation, testing, and impiementation
of strategies for beating the market. I asked him if he could draw upon his
considerable experience in the markets to suggest to me a strategy he had
heard of for beating the market. There was a very long pause (at jeast 20
seconds, which is a long time to hear nothing down a phone line}, after which
he answered simply “no.” What did he think I was going to ask him about?!
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Appendix B

Derivatives Answers

This appendix contains answers to the questions posed in Chapter 2.

Answer 2.1: Most people incorrectly deduce that the call option is worthless.
If this is your eonclusion, then you have been bumped by the pickpocket’s
accomplice again (as mentioned on p. 194). You missed the point. So, stop
looking at the answers and go back and think again.

Many people think that zero volatility means the stock price is going nowhere.
However, volatility of returns is, by definition, the average deviation from
expected returns. It follows that zero volatility means the stock price drifts
up at the expected return on the stock with no deviations from this path.

With no volatility, the stock is riskless. In the absence of arbitrage opportuni-
ties, the stock must offer an expected return equal to the riskless rate. This is
true in both the real world and the theoretical risk-neutral world. This result
(expected return equals r) is very strange in the real world—stocks normally
offer higher returns. Do note, however, that all stocks in the risk-neutral world
have expected return equal to the riskless rate. Although I discuss option pric-
ing in the risk-neutral world, the same arguments apply in the real world in
the no-volatility case.’

The required rate of return on the stock is the riskless interest rate. It follows
that with no volatility, the stock price rises to about $105 for sure.? That is,
the option finishes in-the-money for sure and is thus riskless. The discounted
expected payoff is thus roughly @1_0?1)5_2100} m }f%g. At 5%, you lose about five
cents on every dollar when you discount over a year. The discounted expected

payoff is, therefore, about $4.75, and this is the call value.

If option pricing is done using real world probabilities rather than risk-neutral ones, then the
discount rate on the option is a path-dependent random variable that changes as the stock price
changes (Arnold and Crack [2004]; Arnold, Crack and Schwartz (2009, 2010]). Such a2 model allows
inference of real world probabilities of a real option project being successful, a financial option
finishing in-the-money, or a2 corporate bond defauiting.

?If the interest rate is an effective {i.e., simple) rate, then this is exact; if it is continuously
compounded, this is an approximation.
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This is a good place to mention an often overlooked connection between options
and forwards. Suppose that 5(¢) is the price today of a stock that pays no
dividends. Let r denote the continuously compounded interest rate per annum.
Then a fair price for delivery of the stock at time 7' is: F' = S(£)e" T8, In the
absence of volatility, the expected time-T stock price is just the forward price.
Once volatility is introduced into the picture, the distribution of terminal
stock price S(T") becomes spread out. However, the mean of the {risk-reutral)
distribution of S{T'} is unchanged, and this mean equals the forward price,
which is also unchanged: S{#)e"7~8. That is. the expected time-T stock
price in the risk-neutral worid is just the forward price.

Back to our option: With no volatility, the value of the option at time ¢ is just
the discounted expected time-T payoff in a risk-neutral world:

efty = e T max(§(T) ~ X,0)
e T max(S()e" T8 ~ X,0)
e~ Tt} max({F — X, 0},

where F = S(t)e"T~%) is the forward price for the stock. and X is the strike
price. I follows that the option has value if and only if the forward price
exceeds the option’s strike,

How do you hedge this? i F' > X, the option will finish in-the-money for sure,
s0 you need a deita of +1. If F < X, the option will die worthless for sure, so
vou need a delta of 0 {who would buy the option in this case anyway?).

Answer 2.2: The gamma of an option is the rate of change of its delta, A, with
respect to stock price—denoted I'. Option gamma is also calied “curvature,”
or “convexity.” Gamma is non-negative for standard puts and calls (their
deltas rise with increasing S). Put-call parity tells us that the gamma of a
European call is the same as the gamma of a European put.

Option value “decays” toward kinked final payeff as expiration approaches
(see Figure B.1—first panel). This time decay is called “theta.” We usually
think about theta as being negative for plain vanilla options, but there are two
clear exceptions. A deep in-the-money European-siyle call can have positive
theta if the dividend vield is high enough—because high dividends can push
price down below intrinsic value and the option then has to “decay upward”
in value as expiration approaches. Similarly, a deep in-the-money European
put decays upward in value—because life does not get much better than a
deep-in-the-money American put, but the European put cannot be exercised
immediately and hence the discount. Crack {2014a} discusses this in more
detail.

Theta is large and negative for at-the-money options, and it increases in mag-
nitude as maturity approaches. Theta and gamma are typically of opposing
signs (the positive theta cases mentioned above are exceptions), so large neg-
ative theta f{ypically goes hand-in-hand with large positive gamma. That is,
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shortening maturity accelerates at-the-money option prices towards the kink
and also gives more curvature (i.e., gamma) in the plot of option value as a
function of stock price {see Figure B.1—third panel).

The maturity/gamma relationship is reversed away from the strike price. If a
call is deep in-the-money, then A — 1, as expiration approaches {for a deep in-
the-money put, & — —1 as expiration approaches). Thus, short maturity calls
or puts that are deep in-the-money have deltas that do not vary much as S
changes. With little variation in delta, the gamma is close to zero. If an option
is instead deep out-of-the-money, then its gamma is also close to zero because
its delta is close to zero with little variation across 8. It follows that for away-
from-the-money standard options, shorter maturity implies lower gamma for
both puts and calls {see Figure B.1—third panel).

The gamma (i.e., convexity) for a standard European call on a stock that pays
a continuous dividend at rate p is given as follows:

deft)  empT-U-id

85t~ S@)o/on T = 1)

n () + (= p+ 3T - 1)
oI —t

With (T — ¢} > 0, the formula for I shows that as §(t) - oo, the numerator
goes to zero (because d; — o0), and the denominator goes to infinity. Both
limits have the same effect on I', pushing it to zero. Similarly, if (T — ¢) > 0,
then as (¢} — 0, d? — oo so the numerator goes to zero again. However,
having S in the denominator pushes I' in the opposite direction as § — 0.
The exponentiation of d7 in the numerator is much more powerful than the
linearity of § in the denominator, so the ratio, I, is forced to zero as § — 0.

fil

I'(t)
where

dy =

If the option is exactly at-the-money [i.e., S(t) = X|, then as maturity ap-
proaches, you have a knife-edge singularity. You get dy ~» 0, so the numerator
of I" goes to 1. However, the denominator tends to zero, so the ratio, I, blows
up. That is, you get “infinite gamma” at the kink as maturity approaches.

Infinite gamma means the sensitivity of delta to small changes in price of the
underlying is infinite. This means that the delta can jump from one-half up to
one, or down to zero with just a hair's breadth move in the stock price. In this
knife-edge scenario, any delta-hedge that you establish is extremely sensitive
to a move in the underlying—you are not hedged.

If you try gamma-hedging {adding traded options to your delta-hedge to repli-
cate the convexity of the derivative}, you will need many traded options in your
hedge portfolio, and it may become difficult to manage the position.® Your

3In practice, even with a day left to maturity, although the gamma can be quite large, you
might need only 10 three-month calls to replicate the convexity of a standard call with one day to
maturity-—we are not talking infinity here.
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Standard Call {(Strike=3$100)
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Figure B.1: Standard Call: Price, Delta, and Gamma.

Note: For maturities of 12 months “-.--”, six months “.—-", and
one month “————" the call price, delta, and gamma are plot-
ted as a function of price of underiying (see Answer 2.2). One of
the spreadsheets that accompanies my book Basic Black-Scholes,
Crack {2014a) allows you to interactively plot these and other
Greeks. (o to www.BasicBlackScholes.com and follow the in-
structions to download the EXCEL spreadsheet Greeks tool. The

password is marylebone,
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problems are similar (but much worse) if hedging barrier options (i.e., “knock-
outs”) as the price of the underlying approaches the knock-out barrier. The
problem is worse near a knock-out’s barrier than near a standard call’s kink.
This is because the knock-out’s delta can jump from one to zero whereas the
standard call’s delta jumps only from one-half to zero, or one-half to one.

For most American-style options {and for the more complicated Europeans),
there is no closed-form formulae. You will probably have to calculate I" using
numerical techniques.

Answer 2.3: The key here is the shape of the risk-neutral distribution of final
stock price, S(T), conditional on current stock price, S{t). Many people mis-
takenly assume the distribution of final stock price to be both symmetric and
normal. The distribution is in fact lognormal.

The lognormal distribution is “right skewed,” which is also known as “posi-
tively skewed.” It looks as though its top has been shoved from the right while
keeping its base fixed. So, it has a right tail.

If we start with S(f}) = X, and r = 0, then the skewness in the distribution
of S(T) means that the final stock price is more likely to end up below the
strike than above it.* The call has bigger potential payoffs than the put
but {because of skewness) lower probabilities of achieving them. The put
has smaller potential payoffs than the call but (because of skewness) higher
probabilities of achieving them. The bigger payoffs and lower probabilities for
the call exactly match the smaller payoffs and higher probabilities for the put.
It follows that the put and call have the same risk-neutral expected payoff and,
therefore, have the same value. It is straightforward to confirm this equality
of values using put-call parity.

Answer 2.4: This is a common question. Stock price, S(¢), ranges from 80 to
$00; the “delta” varies from 0 to +1. When S§{t} is very low {well out-of-the-
money), delta is close to zero; when S{t) is very high (well in-the-money}, delta
is close to one; when S(t) = X (at-the-money), delta is very slightly higher
than one-half {(assuming no dividends). The curve is smooth and looks very
much like a cdf (cumulative distribution function). This is not surprising, given
that delta = N(d;} = N{d;(5}), and N{-) is a cdf, and d;{5) is an increasing
function of 5. The delta is iliustrated in the second panel in Figure B.1.

How about the intuition? The delta is how many units of stock you need to
hold to hedge a short call option. If your call option is deep in-the-money, you
need one unit of stock because the option will be exercised and the stock will
be called; if your option is deep out-of-the-money, you need no stock because
the option will expire worthless and the stock will not be called; if your option

‘With r = 0, the median of the risk-neutral distribution of S{7") conditional on S(f) is
. 2
S(t) e~ F7HT-0 = g(4) em 1M (T~ G(t). The option is struck at-the-money [ie., S(t) = X],
so the median is below the strike.
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is at-the-money, you are not too sure, and you have about one-half a unit of
stock just in case.

Answer 2.5: Without dividends, the standard Black and Scholes (1973) pricing
formula for the Eurcpean call option is given by

oty = SEN(d) —e " T-UXN(d;), where
In (SX‘}) +(r+ 36T~ 1)

di = d
1 VT~ 1 -
dp = dy—ovl —t

The option’s “delta” is given by g—g% = N{d;). With the option struck at-

the-money, S{(¢} = X, and thus, In (S—){gl) = 0 [remember that In(1) = 0]. All

other terms in d; are positive. Therefore, di > 0, and N{(d;) > 0.5 {remember
that N(0) = 0.5 and N(-} is an increasing function of its argument). Thus,
an at-the-money option on a non-dividend-paying stock always has a delta
slightiy greater than one-half.

Answer 2.6: With continuous dividends at rate p, the standard Black-Scholes
pricing formula. for the European call option is given by®

et) = St)e T UN) — e T VXN(ds), where
In (ﬂxﬁ) +r—p+ 30T -1

dy = , and
! ol —t
de = dy—ovT 1t

The option’s “delta” is given by g%% = e~ AT~ N(d;), With the option struck

at-the-money, 5(t) = X, and thus, In (%ﬂ) = { [remember that In{1) = 0]
This, combined with r > p yields d; > 0, and thus N{d;) > 0.5. The naive
answer is that N{d{) > 0.5 and that this is the delta—forgetting that e~#7~%
pre-multiplies N{d;) in the continuous-dividend case. In general, you cannot
tell whether the delta, e #T=¥N{d,), is larger or smaller than 0.5: it depends
upon the size of 02, However, in this particular case, p = 0.03 is so small that
A > 0.5 for any o.

Answer 2.7:  Almost every person I have asked has got the answer to this one
backwards at frst. This is unfortunate, because it is a commonly asked ques-
sion. Think it through carefully before answering, and do not get caught out.
The delta is the number of units of stock in the replicating portfolio. Other
things being equal, the delta falls with a fall in stock price. However, you are
long the call and short the replicating portfolio. This means that the number

5'his extension of Black-Scholes is due originaily to Merton {1973, Footnote 62). Note, however,
that his original formula has an obvious typo in it (he omits the dependence of d; and d2 on g).
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of units of stock vou are short has to fall. 5S¢, you must borrow more money
and buy back some stock.

If you got it wrong, think about it as follows. Ask yourself how the replicating
portfolio changes (e.g., delta falls, so less stock is needed in the replicating
portfolic). Then ask yourself whether you are long or short the replicating
portfolio (you are short here}. If you are short, be sure to reverse the impli-
cations (less stock shorted means you must borrow to buy some back).

Answer 2.8: With the standard European call, you have a simple closed-form
expression for the option’s delta. For example, (under the Black and Scholes
[1973] assumptions) the delta of a standard European call on a non-dividend-
paying asset is equal to N{d;) where

In (%(;-)) +(r+ Lo?)(T - 1)

dy =
! oVl —1t
See Answer 2.6 for the delta in the case where there are continuous dividends

at rate p.

Unfortunately, only a few known options have closed-form pricing formulae.
For exotic options with no closed-form pricing formula, you need a pricing
algorithm. This may be a Monte-Carlo simulation,® a binomial tree, a nu-
merical PDE solution routine, or perhaps an QODE approximation to a PDE.
By varying the input value of the current level of underlying, you can use the
pricing aigorithin to calculate a numerical derivative of price with respect to
level of underlying; i.e., the delta. All you are doing is using the computer
rather than the caiculus to tell you how the option price changes with a change
in stock price.

Answer 2.9: The pricing formula for the standard Black-Scholes European call
option on a non-dividend-paying stock is:

elt) = S(EIN(dy) — e " T VX N(dy),

where d; and ds are as previously defined. N(d;) is the option’s “delta,”
sometimes denoted “A.” A = N(d;) is the same thing as the partial derivative

% As an introduction to exotic options and Monte-Carlo technigues, 1 recommend the Monte-Carlo
chapter of my book Buasie Black-Scholes {Crack [2014a]). The earliest Monte-Carlo reference | know
of in eption pricing is Boyle {1977). Boyle also gives techniques for accelerating the convergence of
Monte-Carlo estimation and some references to the mathematics literature (see Hull (1997, pp. 365~
368] for other techniques}. For background information on the development of exotics and the
players in the market, see Fraser {1993}; for a slightly higher-level than Hunter and Stowe (1992},
see Ritchken, Sankarasubramanian, and Viih (1993} or Hull (1997); at a slightly higher level still,
see Goldman, Sosin, and Gatto {1979} or Conze and Viswanathan {1991). Note that the value of a
look-back option to buy at the minimum or sell at the maximum might arguably be considered an
apper bound on the value of market timing skills—see Goldman, Sosin, and Shepp (1979} for more
details.
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of call price with respect to underlying: gg:{(%. It measures how the call price

changes per unit change in the price of the underlying.

Another interpretation of the terms involves a replicating portfolio. A =
N{d;)} is the number of units of stock you must hold in a continuously rebal-
anced portfolio that replicates the payoff to the call. The term e~"(T=% X N{(d,)
is the value of the borrowing (or a short position in bonds) required in a con-
tinuously rebalanced portfolio that replicates the payoff to the call. The value
of the borrowing in the replicating portfolio is always less than or equal to the
value of the replicating portfolio’s long position in the stock. This is equivalent
to stating that the call has non-negative value.

Another interpretation of the terms involves expected benefits and expected
costs to owning the call. The term S{{)N(d;} is the discounted value of the
expected benefit of owning the option (expectations taken under a risk-neutral
probability measure). Why is the N{(d;} there? Well, N(-} is a cumulative
density function, so it must be that N(d;}) < 1. This in turn implies that
S(t)N(d;) < §(t). This is because the future benefit of owning the option is
S(T} if the option finishes in-the-money and zero if it finishes out-of-the-money
(or “under water”). This benefit is strictly dominated by a long position in
the stock (a position that returns S{T"} regardless of whether the option is in-
or out-of-the-money and costs S(£) now). It follows that you value the benefit
from the call at less than the long position in the stock, S{E)N(d;) < §(t). It
is for this reason that the N{d;) term multiplies the S(¢) term.”

The term e "T-Y X N(d,) is the discounted value of the expected cost of
owning the option {with expectations taken under a risk-neutral probability
measure). You can see all the components of the discounted expected value
as follows: N(ds} is the {risk-neutral} probability that the call option finishes
in-the-money (see extended discussion in Crack [2014al]); X is your cost if it
does; and e~"T7Y is the discounting factor.

Here is a summary of the foregoing paragraphs (where “P{in)” denotes the
risk-neutral probability that the call finishes in-the-money):

stock position & benefit bond positian
-~

t) = SON) —e"T-0X N(dy)
Fay P{in}

[ -

-
barrowing & cost

The value of the standard European put on a non-dividend-paying stock
may now be deduced. The present value of the benefit of owning the put is

"The first term is S{IN(d:) = ¢ " TV E [S(1) Iscry- x15(t)], where E" denotes expectation
taken with respect to the risk-neutral probability measure, and Tgiry5 x bs as given in Equation B.1.

1if S(1) > X,

Tsrr>x = { 0 if (1) < X. (B.1)
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e~"T=8 X[l — N(dp)], where [l — N(d2)] is the (risk-neutral) probability that
the put option finishes in-the-money (i.e., the call finishes out-of-the-money},
X is your payoff if it does, and e 7T~ is the discounting factor.

The present value of the cost of owning the put option is S(t){l — N{dy)].
There are two probabilistic interpretations of N{d;), each under a competing
martingale measure (see Crack [2014a]).

Using the property that [1 — N{z)] = N(—z), the value of the put option must
be
p(t) = e TTDXN(~dy) — S()N(—d1),

where d; and ds are as already defined for the call.
Put-call parity says that

S(t) + p(t) = ¢(t) + Xe T 4 D,

If you plug in e{t) = S{IN{d)) — e " TYV X N(dy), and D = 0, you do indeed
get that p(t) = e 7T U X N(—~dy) — S(t)N(~d;), as deduced above.

See Crack {2014a, Chapter 8) for extensive discussion of Black-Scholes infer-
pretations and intuition.®

Answer 2.10: Questions about a “digital option” or “binary option” are quite
common. The digital “cash-or-nothing” option that pays H if S(T') > X
has a value of He="™T=Y N{d,). This is simply the discounted (risk-neutral)
expected payoff to the option: N{ds) is the (risk-neutral) probability that
the option finishes in-the-money; H is the payoff if it does; and e "7t} is
the discounting factor. H is sometimes called the “bet.” If H is chosen to
equal the strike of the standard Black-Scholes option, then the cash-or-nothing
option has the same value as the second term in the Black-Scholes formula:
e T X N(dy).

The first term in the Black-Scholes formula, S(2)N{d;), is the value of a long
position in a digital “asset-or-nothing” option. A long position in the asset-or-
nothing option, combined with a short position in the cash-or-nothing option,
replicates the payoff to the European call-—and, therefore, has the same value
(you should draw the payoff diagrams to verify this).’

Be sure to see Question 2.11 and Answer 2.11 for more details on the binary
option.

8Note that there is a competing stock-numeraire world where if the bond de-trended by the
stock follows a martingale, then N{d;) in the Black-Scholes formula is the probability that the call
finishes in the money {see Crack [2014a] for details). It is & Z-score argument simiar to the one
that establishes N (dy) as the probability that the call finishes in the money in a world in which the
stock de-trended by the bond follows a martingale.

9 As an aside, you might like to note that the payoff to the European call may also be replicated
by using barrier options: you need a “knock-out” call option plus a2 *knock-in" call option.
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Answer 2.11: [@look at this intuitively first and then more rigorously. Intuitively,
if the digital “cash-or-nothing” option is deep in-the-money, you are just wait-
ing for your fixed cash payofl, and increases in volatility can only decrease
your payoff. If you are deep out-of-the-money, vou are expecting nothing, and
increases in volatility can only increase your payoff. If ¢{t) is the price of
the digital cash-or-nothing option, then somewhere around the at-the-money
position, the sign of Bc; must change.

Rigorously, if c(t} is the price of the digital cash-or-nothing option, then direct
calculation {under Black-Scholes assumptions) shows that!?

delt)

507 0 if and only if S{t) < Xe“(""i'—)(T £}

Another {equivalent) way of looking at this is that %%;l > 0 if and only if the
probability of finishing in-the-money increases with an increase in ¢?, and this

02
is so if and only if S(¢) < Xe U+FNUT-4,

Figure B.2 {on p. 121) shows Q—Q“-%%“fw for the asset-or-nothing digital op-
tion, the cash-or-nothing digital option, and the standard call {all options are
Furopean). The price of the standard call is just the difference between the
prices of the asset-or-nothing digital option and the cash-or-nothing digital
option. Differentiation is a linear operation, so the sensitivity of the standard
call to volatility is just the difference between the sensitivity of the asset-or-
nothing digital option and the cash-or-nothing digital option.

It is clear from Figure B.2 that the price of the standard call is increasing in
volatility. This should come as no surprise. A call option is an insurance policy.
It puts a floor on your losses. When there is more risk about, the premium
(i.e., call price) should be higher. In the same way, you should be happy to
pay more for fire insurance if vou find out that your next-door neighbor is an
arsonist. See Chance (1994) for more details on the sensitivity of option value
to the various input parameters.

For the cash-or-nothing, the boundary on the sign of ge {Et} is always slightly
less than X (see Figure B.2 for a clear illustration). Thus, if you are in-the
money, or at-the-money, more volatility is always bad; if you are very slightly
out-of-the-money, more volatility is still bad [when Xe~"t5HT-8 < g(1) <
XJ; if you are well out-of-the-money, more volatility is always good [when

ot
S(t) < Xe tr+FHT=4] This differs from the standard European call option
for which %"‘}t} is always non-negative {see Figure B.2}.

You might ask why the boundary on the sign of %—? is always slightly less than
X, rather than exactly at X. The relationship between volatility and skewness

ONote that I am taking vega (i.e., sensitivity of option price to volatility) as 5@;7 but that |
could equally well have used gw‘;«, with the same result. 'This is because gy = _.,/.5; = a2k,

So, sign (2% ) = sign {$5).
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Sensitivity of Option Prices to Volatility (Strike=380)
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Figure B.2: Sensitivity of Option Prices to Volatility
Note: The figure plots 2-SABLERICE (j e “vega”) using parame-
ters X = 80, v = 0.05, T ~ ¢t == 1, and ¢ = 0.20. The asset-or-
nothing call price is always more sensitive to ¢ than the cash-or-
nothing call price. The difference between the sensitivities of each
digital option is thus non-negative. The standard European call
is equivalent to a long position in the asset-or-nothing and a short
position in the cash-or-nothing. The response of the standard call
price to increases in ¢ is thus non-negative.
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in the {lognormal) distribution of final stock price is where the explanation
lies. There are two forces at work: First, an increase in ¢ tends to spread
out the distribution of §{T}, putting more probability weight into the tails;
second, increasing o? drags down the median of the distribution,’! tending
to pull probability weight leftward and out of the right tail, thus increasing
the skewness. If the strike price is at or below the median of S(T) (so the
option is in-the-money, or very slightly out-of-the-money}, then both forces
push probability mass leftward, increasing the likelihood of finishing out-of-
the-money. However, if the strike price is far above the median of S(T) (so the
option is far out-of-the-money), then the increasing spread of the distribution
dominates the leftward move of the median, and the probability of finishing
in-the-rmoney increases with increasing o%. For the forces to be balanced, the
option must be struck above the median of the distribution of §{T"}. The strike

412
price that just balances the influence of both forces is X = S(t)el™ 7170,
At this strike, the option is insensitive to instantaneous changes in o? and it

-
is slightly out-of-the-money: §(t) = Xe~ ("t 71T -1,

Answer 2.12: The naive and time-consuming way to find the deita for the knock-
out option (or “barrier option”) is to differentiate the closed-form pricing for-
mula for the down-and-out, ind %g—._ and compare it to the same quantity for
the standard call.'? It is more elegant to use common sense and some limiting
relationships to deduce the relationships between the deltas of the knock-outs
and the standard call.

The delta is the sensitivity of call price to underlying. This means that the
option’s delta is just the slope when you plot call value, ¢{t}, against underlying
value, S(t}. Do not get this plot mixed up with the payoff diagram (the one
with a “kink” for a standard call). See Figure B.1 {on p. 114).

Now. everything you can do with a down-and-out option, you can also do
with a standard option. On top of that. you still have a standard option in
your hands in cases where the down-and-out gets “knocked out.” It follows
that the standard call is more versatile than the down-and-out call and must
be more expensive. Thus, the value of the standard call must plot above the
value of the down-and-out call for any value of the underlying. However, the
two calls have the same value for very large S(¢t}—because the down-and-out
option is unlikely to get knocked out. Both valuation curves are smooth, so
the down-and-out call's valuation curve must be steeper [it starts lower than
the standard call and “finishes” in the same place for high S(f)]. A steeper

¥Phe mean of the risk-neutral distribution of ${1") conditional on 5(t) is S{£)e”'" ~; the median
is S()elr~ 1o HT-0,

20 'he closed-form valuation formuia for the down-and-out, together with discussion, is in Merton
({1973, pp. 175-76; {1992, p. 302]). It takes around 15 minutes to differentiate it by hand carefully
and about the same time to program the numerical derivative in MATLAB. The dewn-and-out
option was introduced by Gerard Sayder {(1969). See his paper for a look at the operations of the
options markets in the late sixties,
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valuation curve when plotted against the level of underlying means precisely
that the delta is higher for the down-and-out call than for the standard eall.

For the up-and-out, you get a different answer. As before, the up-and-out
is a knock-out option and is cheaper than the standard call. However, the
standard call option and the up-and-out call option have the same value for
very small S(t)—because the up-and-out option is unlikely to get knocked
out. Both valuation curves are smooih, so the up-and-out call’'s valuation
curve must be flatter (it starts in the same place as the standard call and
finishes lower). A flatter valuation curve means precisely that the delta is
lower for the up-and-out call than for the standard call.

Thus, the following relationships hold for the deltas of the different options:

Aup—and—mst calt < Qstandard catt < Odown—and-out call

To hedge a short position in a down-and-out call, you need to buy more units
of stock than you do to hedge a short position in a standard call. The value
of the down-and-out call is more sensitive than the standard call to changes
in the value of the underlying stock.

Note that increasing the term to maturity or increasing the knock-out price
both increase the likelihood that a down-and-out call will be knocked out.
This makes the down-and-cut call even cheaper relative to the standard call.
In fact, if the down-and-out call is very likely to be knocked out, the plot of
down-and-out call price against stock price can become concave. Conversely,
if the term to maturity is very short and the knock-out price is very low,
the standard call and the down-and-out call have virtually identical prices
(because the knock-out is very unlikely to be knocked out).

Answer 2.13: Your observation is that the sample variances are not linear in
time and that the differences are statistically significant. This is equivalent to
rejecting the nuil hypothesis of a random walk using a “variance ratio” test {Lo
and MacKinlay [1988]).} This is contrary to the random walk assumptions
of the Black-Scholes model.

The observations are consistent with the empirical findings that some financial
stock indices are positively autocorrelated at weekly return intervals (Lo and
MacKinlay [1988]).1% This predictability influences the theoretical value and
the empirical estimate of the diffusion coefficient ¢ (Lo and Wang [1995}).
An adjustment can be made {o the Black-Scholes formula to account for the
predictability that is not part of the original Black-Scholes model. A new
diffusion process that captures the predictability can be defined (Lo and Wang
[1995]).

13%ee alsc Peterson et al, (1992) for related variance ratio testing in the commodities market;
their findings lead them to a brief discussion of option pricing in the presence of autocorrelation.

 Autocorrelation in a time series is correlation between observations and themselves lagged. It
is also known as “serial correlation.” Its presence neither implies, nor is implied by, the presence
of a drift. Consult your favorite statistics book for more information.
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With the new specification, the autocorrelation is described using a more
complicated drift in the diffusion. The drift is now important for pricing the
option. In the old specification, drift was not important (Black and Scholes
[1973]; Merton {1973}).

The £inal pricing formula takes the same form as the original Black and Scholes
(1973) formula. However, the way in which the volatility term ¢ is estimated
changes. An increase in autocorrelation may either increase or decrease the
value of o—it depends upon the specification of the drift (Lo and Wang {1995,
p. 105}}.

The presence of autocorrelation in stock returns is only one example of a real
world divergence from the Black and Scholes (1973} assumptions. For example,
Thorp (1973) discusses the effect of restrictions on short sales proceeds. See
Hammer {1989) for a discussion of other deviations.

Answer 2.14: 'With no dividends, it is never optimal to exercise the plain vanilia
American call option prior to maturity because the option is worth more
“alive” than “dead.” If you never exercise early, then the “American” fea-
ture of the call is not valuable. Thus, the standard American call option and
European call option (on a non-dividend-paying stock) have equal values. See
Crack (2014a) for extensive discussion.

Figure B.3 plots the time value of the call option, c(f} — max[S{t) - X, 0},
against S(t} for the parameter values X = 80, r = 0.05, T — ¢ = 1, and
o =0.20. I have replaced the American call value C(t) with the European
value ct) because they are the same thing for plain vanilia call options in the
absence of dividends.

The time value (the height in Figure B.3) tends to zero as expiration ap-
proaches, and this is regardless of stock price. The existence of positive time
value (i.e., value over and above exercise value) means that there is value in
waiting to exercise. It is this value that makes the American call more valuable
alive than dead. However, this does not mean that you should continue to hoid
the option. Rather, it means that if you wish to exit the call position, you
should sell it, not exercise it, The time value is easily seen by looking at the
excess of option price over intrinsic value in the “Listed Options Quotations”
(i.e., options on individual stocks} in the Wall Street Journal.

How does time value arise? There are costs to exercising a call prior to matu-
rity: you lose the interest you would have earned on the strike price and you
lose the ability to exercise later. These costs are both intimately linked with
the time to maturity, and thus they decline to zero as maturity approaches.
There is a benefit to early exercise of a call: you capture any dividend pay-
ment on the underlying. In the presence of dividends, you gain the benefits
with least cost by waiting until just prior to the ex-dividend day to exercise.
In this case, you would exercise only if the benefit outweighs the costs. In
practice, these costs of early exercise typically outweigh the benefit until the
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last ex-dividend date during the life of the option (Cox and Rubinstein [1985,
p. 144}]). By this time the costs of early exercise have depreciated substantially.
A very large expected dividend might also trigger early exercise.

Answer 2.15: The naive answer is that as stock price falls, so too does the delta.
However, this ignores the influence of the passage of time on your hedge. This
is a good question, because you must think in both dimensions.

Two opposing forces are at work here: First, other things being equal, the
delta of a call option that is in-the-money rises toward 41 as the option gets
closer to expiration;*® second, other things being equal, as stock price falls,
the delta of a call option falls.

If stock price is observed to fall gently over the final two months, and the
option remains in-the-money, the approach of the expiration date pushes the
deita up to +1. If the fall in stock price is a little stronger, you may see the
delta fall somewhat initially (and you will sell stock in your hedge portfolio}.
However, if the option finishes in-the-money, then the delta rises to -1 at the
end of the life of the option {and you will buy stock in your hedge portfolio}.

Answer 2.16: Introductory courses typically do not say much about jump pro-
cesses.

The Black and Scholes (1973) model naively assumes that stock prices are
continious. That is, they assume that you can draw the price history without
lifting your pencil from the paper. You need only stand on the floor of an
exchange,'® watch a real-time feed (e.g., on a Bloomberg terminal), or read
the WSJ headlines after an “event” to see that prices do not move smoothly.
Indeed, the fact that stock prices are typically quoted with a minimum tick
size {either exchange-imposed or effective) means that stock prices cannot
move continuously. You can think of big stock price jumps as being sfock
price responses to the arrival of information in the market; small stock price
jumps might just be due to the random ebb and flow of non-information-based
(i.e., liquidity-related) transactions.

A “jump” price process is a price process that has infrequent jumps {i.e., dis-
continunities) in it. If the jump process is a very simple one, the Black-

151§ the option you sold finishes in-the-money, you need to be long the stock because it will be
called away. Of course, if the option is out-of-the-money, the approach of the expiration pushes the
delta down to zero. If the option is al-the-money, then {assuming a non-dividend-paying stock) the
delta tends to a number slightly greater than one-half as the expiration date approaches (Cox and
Rubinstein {1985, figure 5-13, p. 223)).

181 have been on the floors of the New York Stock Exchange {NYSE), Chicago Board of Trade
{CBOT}, Boston Stock Exchange (BSE), and Dunedin Stock Exchange—long since replaced by
screen trading—during trading hours. ] have also visited the Chicago Board Options Exchange
{CBOE), the Chicago Stock Exchange {CSE}, and the old Paris Bourse. The financial futures Boor
at the CBOT is big enough to fit a 747 jumbo jel with space to spare—and it is noisy as hell.
Conversely, the BSE is small and quieter than your typical MBA computer lab. [ forecast that
all the Chicago futures exchange foors will soon be deserted-—replaced by electronic trading. The
NYSE may take a little longer, but I think it will suffer the same fate.
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C~max{5—-X,0) for X=$80
g ; 7 T 1
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Figure B.3: Time Value of a European Call Option

Note: The difference e{t) — max|S(t) — X, 0] is the value of not
exercising. When the option is deep out-of-the-money, max[S(t) -
X,0] = 0, and ¢{t) is approximately zero. When the option is deep
in-the-money, you save X by not exercising now, but 1t costs you
the present value of exercising at maturity: X x e "7—%). The
left-hand limit of X — X x e="T=8 = X x (1 — e7"{T—9} i5 always
non-negative. The “kink” in max[S(t} — X,0] puts the “cusp” in
the plot of c(t) — max[S(t) — X,0] versus S(t} at S{t) = X.
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Scholes/Merton no-arbitrage technique can still be used to hedge and price
options on an asset whose price follows the process. If the jump process is
more complicated, the no-arbitrage technigue breaks down. See the following
discussion, and go to the references if you need more detaiis. I have included
some lengthy comments and references. This is because I thick it is relevant,
and it is often not covered in introductory courses.

A simple jump process example (that is not a diffusion) has %"5 = udt +
(J — Lydmw {Cox and Ross {1976, p. 147]). In this example, J — 1 is the jump
amplitude (where J > (), dr takes the value +1 with probability Adt and 0
with probability!” 1 — Adt. The percentage stock price change % can thus
jump suddenly to J — 1 {which may itself be random); such a jump pushes §
to 8J.

In this simple example, if J is fixed {i.e., non-random), a riskless hedge portfo-
lio can be formed, and options on an asset whose price follows this simple jump
process can be valued using the Black-Scholes/Merton no-arbitrage technique.
This should come as no big surprise. The only real difference between this
“pure Poisson process” case, and the simple binomial option pricing situation
(Sharpe [1978]; Cox, Ross, and Rubinstein {1979]; Rendleman and Bartfer
[1979]; Cox and Rubinstein [1985]; Crack [2014a}) is that the arrival time of
the jump up or jump down is a random variable. You do not need o know
when the stock price will jump to hedge the risk in a binomial setting. This
“pure Poisson process” is a special case of a more general jump diffusion pro-
cess discussed next.

Consider the jump diffusion process % = (@ — Ak)dt + odZ + dg (described in
detail in my Footnote 8 to Question 2.16 on p. 26). Wheno = 0and Y = dg+1
is non-random, you get Cox and Ross's simple jump process above, and the
no-arbitrage technique can be used to hedge and price options on the jump
process.'® Otherwise, when ¢ > 0 and var(Y) > 0 it is not possible to form a
riskless hedge portfolio or use the no-arbitrage technique (Cox and Ross [1976,
p. 147}; Cox and Rubinstein [1985, pp. 361-371}; Merton [1992, p. 316]). Both
the (non-jump) diffusion process and the {non-diffusion) simple jump process
are the continuous limits of discrete binomial models. However, the jump-
diffusion is not. It is for this reason that a riskless hedge cannot be formed in
the jump-diffusion case (Cox and Rubinstein [1985, pp. 361-371}).

The fundamental reason that the no-arbitrage technique can be used to hedge
and price options in the standard Black-Scholes world is linearity. In continu-
ous time, the Black-Scholes option price is an instanfaneously linear function
of the stock price. Portfolio building is a linear operation, and it follows that
payoffs to the option can be perfectly replicated by building and continuously

YIn this example, 7 is a continuous time “Poisson process.” The term X Is the “intensity” of the
Process.

*8f thank John Cox at MIT for explaining to me why such jump processes can be perfectly hedged
{personal communication [February 17, 1994]).

2014 Timothy Falcon Grack 127 Al Rights Reserved Worldwide



APPENDIX B. DERIVATIVES ANSWERS

rebalancing a portfolio of the stock and the bond. Linearity breaks down
when the jump term has positive variance—the call price becomes a nonlinear
function of the stock price and perfect hedging is not possible (Merton [1992,
p. 316]).

Although the no-arbitrage technique fails to price the option on the jump
diffusion process, you can price the option using an equélibrium argument. An
instantaneous CAPM {capital asset pricing model} approach may be used—
as it was in the original Black and Scholes {1973} paper. The information
that causes jumps may be assumed to be firm-specific (i.e., unsystematic and
diversifiable).?® You can hedge out the non-jump part of the option and deduce
that the remainder (the jump) must have zero beta and, therefore, a riskless
rate of return. This yields a partial differential equation that can be solved to
give the call option price as an infinite summation:

C(S(t).T—t) = i {BXPEMA(T ~OINT = "

i
ne0 .

En{W[S(t) Xn exp(—Me(T — &)}, (T —); X, 0%, 7]} }

Here X, is a random variable with the same distribution as the product of n
independent and identically distributed random variables each identically dis-
tributed to the random variable Y (recall that Y — 1 is the random percentage
change in stock price when a jump occurs), Xg = 1, F, is the expectation
operator over the distribution of X,,, and WIS, (T — t); X,o?,7] is the stan-
dard Black-Scholes pricing formula (see Merton (1992, pp. 318-320) for a full
discussion of the foregoing and Haug [2007, Section 6.8.1] for practical issues).

You cannot perfectly hedge the call when the underlying follows the general
jump diffusion [ > 0, var(Y) > 0]. However, you can hedge out the con-
tinuous parts of the stock and option price movements. This leaves a risky
hedge portfolio following a pure jump process (with stochastic jump size}. If
you follow the Black-Scholes hedge when you are short the option, then most
of the time you earn more than the expected rate of return on the risky hedge
portfolio. However, if one of those occasional jumps occurs (i.e., news arrives),
you suffer a reasonably large loss. In the non-diversifiable jump case, the re-
turn to the hedge portfolio when there is a jump balances the return during
normal time to some extent, but not well enough to make the equilibrium
return on the hedge equal to the riskless rate; as mentioned above, the hedge
is risky.

In general, there is no way to adjust the parameters of the hedge technique

¥Note that in situations where the size of the jump is assumed to be systematic, the risk-neutral
pricing technique cannot be used fo value options. Hull (1997, p. 449, Footnote 14} directs the
reader to Naik and Lee (1990) for a discussion of this point.
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full discussion of the issues).?

Finally, if the underlying asset price is modeled as a jump process, the standard
Black-Scholes call option formula mis-prices the option. Both the magnitude
and the direction of the mis-pricing of the Black-Scholes model relative to the
jump model vary with the distributional assumption for the size of the jump
component {Trippi et al. [1992]}.

Answer 2.17: Most people upon whom 1 have tested this one make several mis-
takes. Please note that at time t prior to maturity the call price function is
not asymptotic to the line with slope 1 rising from the strike price;?! Mer-
ton {1973) demonstrates that this is not true. If you made this mistake, stop
reading here and go back and try again.

The correct plots appear in Figure B.4. The parameters used are X = 80,
r =005 T—t =1 and ¢ = 0.20. The plot of call value against terminal
stock price is the classic “kinked” call option payoff (the top plot in Figure B.4}.
Call value {terminal payoff) rises with slope 1 from the point S{7') = X.

The plot of call price versus futures price is a smooth curve that is asymp-
totic to the line C = 0 when the futures price, F{t,T), is very small, and
asymptotic to a line rising with slope e™" (% (ie., slightly less than 1) from
the point F{t,T) = X when the futures price is very large (the middle plot
in Figure B.4). One way to confirm the slope of this line is to use the chain
rule: %% = %% . g%, where %g is the delta {which goes to 1 when F' and § are
large} and % is just e”"(T~1, The slope of the line in this middle plot thus
gets closer to one as maturity approaches, but it is strictly less than one at
any prior time.

The plot of call price versus stock price, S(t}, is & smooth curve that is
asymptotic to the line ¢ = 0 when the stock price, S{t}, is very small,
and asymptotic to the line that rises with slope 1 from the point S{¢) =
Xe T8 (= $76.10 here) when the futures price is very large.?? See the bot-
tom plot in Figure B.4. The last two results are {ied together by the fact that
Ft,T) = X & S{t) = Xe~ 7T,

At time t prior to maturity, the call price is lower if the futures price is equal
to $10 than it is if the stock price is equal to $10. This is because the futures
price represents expected future value in some sense, and this is not worth as
much as current value ($10 today is worth more than $10 tomorrow).

0For theoretical and empirical comparisons of the Merton {1976} jump process call option pricing
and the standard Black-Scholes pricing, see Ball and Torous {1985).

21 A curve is “asymptotic” to a line {i.e., an asymptote) if the curve gets closer and closer to the
line. For example, y — %, for & > 0 is asymptotic to the line y = 0 as * — oc and asymptotic to
the line x = 0 as ¥ — oc.

#2Note that this implies that the time value {c{t) — max|S{t) — X,0}} — {X - Xe“’”{T_”} as
5(t} = oo. See Figure B3 {on p. 126} for a plot of time value versus stock price.
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Call Price as a Function of Underlying at Time T (Strike=3$80)

¥ T T T T

A W
o o
1

—_
o

Calt Price C(T)

=

50 60 70 H] a0 100 110
Stock Price S(T)

Call Price as a Functicn of Futures at Time { {Strike=$80)

Call Price C{!)

Futures Price F{1,T)
Call Price as a Function of Underlying at Time t (Strike=$80)

R W
L N = ]

Call Price C(1)
o

L=

50 60 70 80 a0 100 110
Stock Price 8(t)

Figure B.4: Call Price as a Function of Different Variables

Note: Call price is plotted as a function of price of underlying and
of futures price {see Answer 2.17).
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Answer 2.18: This is a fundamental question. If it takes you more than five
seconds to answer this, you are in trouble. Black and Scholes (1973} assume an
arithmetic Brownian motion in log price. This assumption yields a geometric
Brownian motion in price and an arithmetic Brownian motion in continuously
compounded returns. Volatility of continuocusly compounded stock returns,
o?, grows linearly with time for an arithmetic Brownian motion. The four-
year ¢ is four times the one-year o2. It follows that the four-year o is two
times the one-year o. The answer is, therefore, 30%.

if r > 0, you must adjust the value of r (r is four times as large when one
period is four years as compared to when one period is one year).

Answer 2.19: Suppose that the process S(t} is an arithmetic Brownian motion
of form

dS8(t) = pdt + o adw(t),

where p is the instantaneous drift per unit time, o4 is the instantaneocus
volatility of S(¢), and w(f) is a standard Brownian motion (see Crack {2014a]
for introductory discussion of Brownian motions). Under our assumptions, and
under the risk-neutral probability measure, the process is dS(¢) = o adw*(1).

Assume a strike of . Note that under the risk-neutral probability measure
with r = 0 the process S{t} is given by Equation B.2:

S(t) = g 2w (¢) (B.2)

The call price is the discounted expected payofi under the risk-neutral proba-
bility measure, as follows:

et) = e "7 E*lmax(S(T) - X,0) | S(b)]
= E'max(5(T) - &,0) | 5(¢)]

From Equation B.2, it follows that

S(T) = 8() +oa(w (T) —w™(¥))
= St} + oW,

where W* = w*(T) — w*(t) is normal A{0, T —t) under the risk-neutral prob-
ability measure. Now let “¢” play the part of W* distributed as N{0,T — ).
Then the call price is given by the following integration over the normal den-
sity:
o )
et} = / (S{t) + oav — X) fy{v) du,
[t

where ( )2
i L«
P — AN =3
folv) = ==t
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is the pdf of v ~ N (0, T — t), and

X - S(t)
T4

v =

is the boundary value of v at which (S(¢} + g4v — X} changes sign.

The remainder of the proof is left to the reader. The final resulf is

ot) = oa/T=F {e\;;; + N(d) d}, (B.3)

. Ssi-&
where d = P
The arithmetic Brownian motion pricing formula (equation B.3, above} is
not well known. This is because an arithmetic Brownian motion is not a
reasonable assumption for a price process: arithmetic Brownian motions can
assume negative values. However, the geometric Brownian motion assumed by
Black and Scholes {1973) is always non-negative, just as a price process should
be. The imporiance of pricing options on stock catapulted the Black-Scholes
formula {and the geometric Brownian motion beneath it} to super-stardom,
while the pricing formula for the arithmetfic Brownian motion languishes in
relative obscurity.

Let’s have a little history. Louis Jean-Baptiste Alphonse Bachelier finished
his mathematics PhD thesis at the Sorbonne in Paris in January 1900.%* The
topic of his thesis was the pricing of options contracts traded on the Paris
Bourse.?® Bachelier {1900} assumes that stock prices are normally distributed
and follow an arithmetic Brownian motion. He also assumes that expected
returns on stocks (and on investments in general} are zero. Bachelier was the
first fo publish payoff diagrams for a European call option. Bachelier was
also the first mathematician to use the “reflection principle.”? Bachelier’s
derivation of the mathematical properties of Brownian motion predates by
five years Albert Einstein’s 1905 work on Brownian motion (Einstein [1805]).

Z'he Sorbonne was the prestigious University of Paris founded by Robert de Sorben in 1253,
"The Serbonne was split into 13 units during the period 1968-1970. Newadays, the name “Sorbonne™
refers to the original university or to three of the 13 units that retain the title as part of their name.
1 have had the pleasure of visiting the Sorbonne as a {ourist twice. It is on the Left Bank, not far
from Notre Dame.

A very brief look at Bachelier’s model is in Appendix A of Smith (1976); a full translation
appears in Cootner (1964). Note that my option pricing formula, Equation B.3, is mathematically
equivalent to equation A.5 in Smith {1976). On an historical point of some colncidence, note that
as I write this (for my first edition in 1995) it is Louis Bachelier's 125'" birthday. Bachelier was
born in Le Havre, France, on March 11th, 1870, See also Zimmerman and Hafner {2007) for a
discussion of the Bronzin optien pricisng work of 1908.

#5Es is also knewn as the method of “reflected images.” If you do not yet know what the reflaction
principle is, you probably do not need to know. If you are curious, see Harrison {1985, p. 7) for
details.
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Bachelier even tested the predictions of his model using actual option prices
on the Paris Bourse and found them not too far wrong.?®

Unfortunately, Bachelier’s assumptions violate some basic economic principles.
In particular, he violates limited liability, time preference, and risk aversion
{see Samuelson [1865, p. 13] for discussion). However, the significant contri-
butions of Bachelier’s thesis mean that he is rightfully considered the “father
of modern option pricing theory” (Sullivan and Weithers {1991]}.
In the special case when S(£) = & (the option is struck at-the-money}, Equa-
tion B.3 reduces to?’
T—1
2n
where my “A” indicates that the underlying process, S{1}), is an arithmetic
Brownian motion, and o4 is the standard deviation of the level of S(1).

calt) =04 (B.4)

Equation B.4 was derived assuming r = 0, and 8(t) = &', plus the assump-
tion of arithmetic Brownian motion. You might reasonably ask how does
Equation B.4 compare to Black-Scholes for an at-the-money call option when
r =07

The Black-Scholes formula for pricing a standard European call on a non-
dividend-paying stock reduces to Equation B.5 in the special case when r — 0
and S{¢} = X (i.e., the option is struck at-the-money):

o o

. - ST Y - N[- /T 5

eps(t) = S(t) [N (+2\/T t) N ( °VT z)] : (B.5)

where S(t) follows a geometric Brownian Motion, and & is the standard devi-
ation of continucusly compounded returns on the stock price, S{t).

When o is small, Equation B.5 may be approximated as?®

cos(t) ~ S(tyoy ] =t (B.6)
Vg

Compare Equation B.6 with Equation B.4. In the arithmetic Brownian motion
case, 04 is the standard deviation of the level of the price process S{t}; in the
geometric Brownian motion case, ¢ is the standard deviation of continuously
compounded refurns. Standard deviation of price is, however, approximately
equal to price times the standard deviation of continuously compounded re-
turns. It follows that the pricing in Equations B.4 and B.6 is consistent, even

ZZamuelson (1973, Footnote 2, p. 6) compares Bachelier (1900) and Einstein {1805). He declares
Bachelier dominant “in every element of the vector.” See Samuelson {1973) for further discussion
{and criticism) of Bachelier and other topics in the mathematics of speculative prices.

*T'This ts equation 4.7 in Samuelson (1973).

*This approximation appears in Brenner and Subrahmanyam {1988). They use a Faylor series
derivation, but less formally it fellows because [N{z) — N{—z)] is just the area under the standard
normal pdf from —z to 2. With o small, you can approximate the area by length times height. The
length is 0T — t; for small o, the height is close to the height of the standard normal pdf at its
peak: ;é—r (recall that V;_T 2 (.4).
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though the first uses an arithmetic Brownian motion (supposedly incorrect},
and the second uses a geometric Brownian motion. Thus, the Black-Scholes
formula reduces to the century-old Bachelier formuia,

In my book Basic Black-Scholes, (Crack [2014a}) I demonstrate the general
arithmetic Brownian motion case where we assume neither that the option
is at the money, nor that r = 0.°® The formula for the call option price in
this case is given by Equations B.7-B.9. See Crack {2014a} for full details of
the derivation (it first appeared in Crack (2004)). Alexander, Mo, and Stent
{2012} present the same formulae with an adjustment for continuous dividends.

2r{T—t} .
ety = e "oy 3m§;m1 [N'(d) + N(d)-d]  (BT)
(T=t) ] e—%dz
=Tt} € i
€ TA o [ = +N{d)-d (B.8)
r{T—-t} __
whered = St X (B.9)

EZr{T—t)_l
AN T

Answer 2.20: Black-Scholes in your head!? This technique is so well known that
some interviewers just ask if you can do it, and if you say yes they move on.
It's not worth the gamble if you don’t know it.3¢

Traders use the arithmetic Brownian motion approximation {or Black-Scholes

reduced formula) from Answer 2.19 as a rough but fundamental call pricing

relationship:

Tt
2r

where o is the standard deviation of returns or where o5 is replaced by the
standard deviation of prices. You should also note that this versatile little
formula prices both puts and calls. Why is this? Well, if interest rates are low,
and the option is struck at-the-money, then in the absence of dividends a call
and put have the same value—just use put-call parity.

(B.10)

c(f)~ eS8

Many times interviewees are asked to price an option in their head where
the interest rate is zero and the opiion is struck at-the-money. You should,
therefore, know that the option pricing formulae of both Black-Scholes and
Bachelier reduce to Equation B.10 and that it works for both for puts and
calls. I expect you to be able to evaluate Equation B.10 in your head in less
than 10 seconds if asked to in an interview. How can you do this so quickly?
Well, 7127 ~ 0.4, and for three months, six months, or one year to maturity,

you have v0.25 = 0.50, V0.50 ~ 0.70, and /1 = 1, respectively. Of course,
it helps that they usually give you easy numbers. For example, if § = $100,

1 thank Mikhail Voropaev for contributing this idea; any errors are mine.
3050e Haug {2001) for related material,
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o = 0.40, and (T — {) = (.25, the formula gives $8 (.4 x 0.4 x 100 x 0.5)
whereas Black-Scholes proper gives $7.97—not bad at alll The approximation
is usually accurate to within a couple of percentage points.

Answer 2.21: This is a common type of question requiring fundamental knowl-
edge. The only thing that changes between the two options is the time until
expiration. The important knowledge here is how the value of a call changes
with time to expiration.

You should remember that in the special case where r = 0, and the oplion
is struck at-the-money [so that S{¢) = X], the Black-Scholes European call
option pricing formula may be approximated by the following (see discussion
in Answer 2.20):
Tt

eft) =04 Tk
where o4 is not standard deviation of continuously cornpounded returns, but
standard deviation of price. From this approximation, you can see that if the
call is ai-the-money, the call value increases at something like the square root
of the term to maturity {if you double term to maturity, value increases by
40% to 50%). You must be very comfortable with this approximation.

The above approximation is a good place to start. However, a full answer
recognizes that the response of call value 1o term to maturity depends heavily
upon whether the call is in-the-money, at-the-money, or out-of-the money.
Sensitivity to term to maturity decreases as you move into-the-money, down
to zero in the limit if you are very deep in-the-money. Sensitivity to term
to maturity increases as you move out-of-the-money. Doubling the term fo
maturity can easily double, triple, or guadruple the value of the call if it
is well out-of-the-money. The effect is greater the further out-of-the-money
the call is—this is why deep out-of-the-money options are sometimes called
“lottery tickets.”

You can see this effect clearly if you compare the prices of actively traded
equity options and LEAPS.3! Go to the listed options quotations in the third
section of the Wall Street Jouwrnal, Choose a stock for which both equity op-
tions and LEAPS are traded. Compare the prices of call options on your chosen
stock that have the same strike, but different terms to maturity (e.g., three
months, six months, one year, and two years). If you do this comparison for
different strike prices, you should see that an extension in term to maturity has
the most impact on call option prices when the options are out-of-the-money.

SLEAPS are “Long-term Equity AnticiPation Securities.” T'hat is, EEAPS are long-term ap-
tions. LEAPS have terms to maturity of up to three years. The term to maturity of standard
exchange-traded equity options does not exceed eight months. LEAPS are not exotic options,
but exchange-traded standardized options contracts. Like standard equity options, all LEAPS are
American-style options. Unlike standard equity options, equity LEAPS al expire in January; index
LEAPS all expire in December or January.

@2014 Timothy Faleon Crack 135 All Rights Reserved Worldwide



APPENDIX B. DERIVATIVES ANSWERS

You should see that for call options that are deep out-of-the-money, doubling
the term to maturity can easily quadrupie the value of the call option.

{n simple terms, if you extend the term to maturity, the option has more
opportunities to finish in-the-money, the present value of the cost of exercising
decreases, and the call value increases. The increase in the call value depends
upon the initial likelihood that the call will finish in-the-money. This likelihood
is small if the option is well out-of-the-money. Thus an increase in term to
maturity produces a proportionately greater increase in the value of an option
that is out-of-the-money.>?

A caveat. The approximation formula e¢(t) = o*ﬂ%“} prices ai-the-money
European-style puts and calls when » = 0. However, it has its limitations.
For example, if r # 0, then the value of a deep in-the-money European put
decreases as time to maturity extends. If the put is deep in-the-money, then
life is already as good as it gets (the put has limited upside). You want to
exercigse now and take the money. Extending the life of the option pushes the
expected benefit further away and decreases the put’s value.

Answer 2.22: I give two different methods for answering this question. If the
standard deviation is $20, not $10, then double the answers given.

FIRST SOLUTION

As a loose rule of thumb, the standard deviation of price per period ($10
here) is a rough measure of the average possible upside move or downside
move in stock price over the next period. You have approximately haif-a-
chance of finishing in-the-money, and half-a-chance of finishing out-of-the-
money {(or “under water,” as it is sometimes called). The expected payoff
is, therefore, roughly (% X $O) 4 (% X $10) = $5. In fact, the shape of the
lognormal distribution of final stock price means that the expected payoff is
slightly less than $5 (it is around $4).

SECOND SOLUTION .
In the case where r = (}, and the option is struck at-the-money [so that S(¢) =
X], the Black-Scholes option pricing formula may be approximated by the
following (see discussion in Answer 2.20}):

T 1
clty =0 e
( } A - v
where ¢ 4 is not standard deviation of continuously compounded returns, bui

standard deviation of price. With T — ¢ = 1, and ”\7%-} = 0.40 {memorize that
one), the standard deviation of price of $10 implies a call price of around $4.
Note that this technique is more accurate than the first, giving $4 instead of
$5.

32Ror & very helpful practitioner view on the interpretation of partial derivatives of call price with
respect to esch aption pricing parameter, see Chance (1994).
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Answer 2.23: The answer cannot be found exactly in the Black-Scholes frame-
work, but you can get a good estimate.®*® Increasing the implied volatility
o by 25% {from 0.20 to 0.25} on one day out of 100 in the option's life is
the same (to a first-order approximation) as increasing o? by 50% on one day
out of 100 in the option’s life.* This averages out to something like increas-
ing ¢ by 0.5% for every day remaining in the option’s life {i.e., multiplying
the average o by a factor 1.005).3® Using the approximation (see p. 134)
ef{t) =~ oS(t)ﬁ%, we see that multiplying o? by M has the same effect on
c{t) as multiplying T ~ ¢ by M. This is because each of 0% and (T — ¢) appear
in the option formula under a square root sign—either implicitly or explicitly.
1t follows that multiplying ¢? by a factor 1.005 is equivalent to increasing the
term to maturity by something like 0.5% (i.e., one-half of a day for a 100-day
option). That is, increasing o by 50% on one day is equivalent to increasing
the length of one day by 50%.

Either of the adjustments mentioned increases the value of an at-the-money
option by a factor of about v/M—a quarter of a percent here. Note that
the equivalence of the 50% increase in ¢ on one day and the extension of
option life by half a day is a general resuli—because variance is linear in time.
However, the conclusion that either of these adjustments increases option value
by about a quarter of a percent applies only to at-the-money options. If an
option is deep in-the-money, the adjustments meniioned may have little or no
effect on option value; if an option is deep out-of-the-money, the adjustments
mentioned may increase the option value by substantially more than a quarter
of a percent.

Answer 2.24: A give-away question! A long straddle is a long call plus a long
put with the same strike. If you hold the straddle until maturity, then you
need a price change of more than $5 either way in the underlying to profit. A
smaller price change, however, can lead to profits if it happens before maturity.
For example, using Black-Scholes (ignoring that CBOE equity options are
American-style), if 0 = 0.357, T —t = 0.5, § = $25, and r = (.02, then a
straddle struck at $25 costs $5. If the price of the underlying suddenly jumps
to $27, then the straddle is suddenly worth $5.50 and you have an immediate
10% gain. See Table B.1 for details.

3Francis Longstaff suggested to me that an important option pricing problem is the handling
of “event risk” (personal communication [September 25, 1998]). For example, how do you price a
id-day option on a stock whose CEO is scheduled to make an important announcement in seven
days. 1 think this question is a loose attempt at this issue,

MThe “hmplied volatility” is the volatility fizure implicit within an option price, assuming that
market participants value options using the Black-Scholes formula. The “implied vol” appears first
in the literature in Latané and Rendleman (1976).

35 As an aside, note this for the Black-Scholes formula: I we increase the calendar term to
resaturity, bt still call it “one period,” then we need to increase o. However, if we increase (T t)
(“term to maturity” or “the number of periods”) without changing the length of one period in the
model, we do not need to change &,
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Table B.1: Straddle Prices when the Stock Price Jumps
Stock Price == §25.80 | Stock Price = $27.80

Price of the Call (X = $25) $2.625 $3.875
Price of the Put (X = §25) $2.376 $1.626
Price of the Straddle {sum) $5.001 $5.502

Note: The option prices in the table are calculated using volatility
of o = 0.387 per annunm, time to maturity of T — £ = 0.5 years, a
riskless rate of 7 = 0.02 per annum, and the Black-Scholes formula.
A long straddle is a long call plus a long put with the same strike.
A straddle strack at 825 costs $5 when stock price is § = $25, but
if the stock price jumps immediately to $27, the straddle is worth
$5.50, giving an immediate 10% gain, ignoring transactions costs,

Answer 2.25: The Eurodollar futures contract is the most popular short-term
interest rate fufures contract. The contract value used for marking-to-market
at the end of the day is $10, 000 x [100— 3%%5}, where § is the settlement discount
rate. Between settlements, the market participants determine, through supply
and demand, what is considered a fair discount. At maturity, the discount 4
must converge to the three-month LIBOR US dollar rate. Note that if the
discount is 5%, then & = 5.0 in the above calculation, not 0.05.

The three-month LIBOR rate is typically about 40 to 50 bps (i.e., 0.40 to
0.50 percentage points) higher than the yield on three-month treasury bills
(this compensates for default risk of London banks).?® The discount rate §
is thus highly correlated with US interest rates. The contract value is highly
negatively correlated with 8, and thus highly negatively correlated with US
interest rates.

Suppose that vou are long a Eurodollar future. If US interest rates rise,
the contract value declines. and you finance your loss at a relatively high
rate. If US interest rates fall, then the contract vaklue rises, but you invest the
marked-to-market gains at relatively low rates. If you hold the forward, rather
than the future, you do not have day-to-day gains and losses, so you are not
hurt in the same way by these opportunity costs. Other things being equal,
vou would rather have the FEurodollar forward contract than the Eurodollar
futures contract. 1f the discounts are the same {(as stated}, then there is a

mis-pricing.®” With the current mis-pricing, I would choose to go long the

%This is an estimate only. There is tremendous variation in the spread. The “Ted Spread” is
the Eurodollar futures less I-bili futures index peoint spread {with same delivery month}. The Ted
Spread was a typical 45.9 bps on June 15, 2009, During the Global Credit Crisis, however, it spiked
up t0 over ten times this level—reaching 465 bps on October 18, 2008—as credit risk fears pushed
three-month USD LIBOR up to 4.82% and demand for safeiy pushed three-month '1-bill yields
down to 24 bps.

371F the underlying were strongly positively correlated with US interest rates, then the futures
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Eurodollar forward and short the Furodollar future.

Answer 2.26: It makes much more sense to simulate the underlying and find the
payoffs to the call, than it does {0 simulate the process for the call itself. [t
is difficult to model the call, because the instantaneous volatility of the call
changes whenever the leverage of the call changes (assuming the underlying
is of constant volatility). The leverage of the call changes whenever the stock
price moves {and it even changes if the stock price does not move—simply
because of time decay).

Answer 2.27: 1 think a quick review of “mortgage-backs” is in order before ad-
dressing the question. Mortgage-backed securities are shares in portfolios of
mortgages. The value of all US mortgage-backed securities outstanding was
around $8.9 trillion as of Q1 2012—that is, $8,900,000,000,000 {(according to
SIFMA's web site].

Owners of mortgage-backs are exposed to “prepayment risk,” and “extension
risk.” Prepayment risk is the risk that interest rates will fall, and borrowers
will exercise their right to refinance at lower rates (they exercise their call
option on the mortgage). The problem is that the holders of the mortgage-
backs, therefore, get repaid when interest rates are low—the worst{ possible
fime fo receive the money, Conversely, extension risk is the risk that interest
rates will rise, and borrowers will slow down their rate of repayment—meaning
that holders of mortgage-backs get fewer dollars to invest at precisely the best
time for them to be investing. Mortgage-back investors thrive when interest
rate volatility is low.

The simplest mortgage-back is a “pass-through” —each share in the mortgage
pool provides a pro-rata share in the cash flows to the pool, and thus each
share has identical risk and return characteristics.

Collateralized mortgage obligations (CMQ’s} are a type of mortgage-back that
splits the mortgage pool up into “tranches” (the French word for “slice”).
Unlike a pass-through, which gives equal shares to all holders, the tranches
are unequal shares. Take a simple example with only four tranches: “A,” “B,"
“C,” and “Z.” The A, B, and C shares all receive regular coupons. The A
shares are retired (i.e., the principal is repaid) ahead of the other tranches
by using the earliest prepayments by borrowers. The B shares are retired,
through prepayments, only after the A shares are gone. The C shares are
retired, through further prepayments by borrowers, only after the A and B
shares are gone. The Z shares receive no payouts whatsoever until all of the
A, B, and C shares are gone. You may think of the 7 shares as being like zerc-
coupon bonds with a life equal to the life of the longest-lived mortgages in the
pool. CMO tranches thus provide different risk-return profiles—in contrast to
pass-throughs.

contract would be more attractive than the forward. This is because dally gains can be invested at
refatively high rates, while daily losses are financed at relatively low rates (see Huli {1997, pp. 55-56]
for more details).
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With borrowers long a call on the mortgage {i.e., the right to buy back the
morigage by prepayment}, holders of mortgage-backs are short a share of each
of these calls from the mortgage pool. You will recall, of course, that long
calls have positive convexity and that short calls have negative convexity.

{n the absence of the call feature of a mortgage-back {the fact that borrowers
have the right to prepay early}, the mortgage back has positive convexity as a
function of interest rates—just like an ordinary non-callable bond (Sundaresan
[1997, p. 393]). However, when interest rates are low, the call feature becomes
important to borrowers. If interesi rates fall, all borrowers wili refinance by
the time rates have fallen to some critical value. At this stage, the mortgage-
back is worth par. When interest rates are low, the importance of the call
feature (a short call position to the mortgage-back holder} means that the
mortgage-back can acquire negative convexity.%® Negative convexity is also
called “compression to par” because of the convergence of the security's value
to par as interest rates fall {(Sundaresan [1997, p. 394}).

Note that although the morigage-back value may have negative convexity, it is
still downward sloping as a function of interest rates. However, if interest rates
are low and close to the coupon rate of the mortgage back, then an increase in
volatility of interest rates can decrease the value of the security (Sundaresan
1997, p. 394]). This result follows because the holder of the mortgage back is
short the calls that the borrowers are long—and calls increase in value with
volatility.

Now to the interview question. If you are long mortgage-backs, and you expect
a bond market rally, then you expect bond yields to fall and bond prices to
rise, Thus, your position will gain in value. The question is, which sign on
convexity would maximize the gain (+ or —)?7 Positive convexity provides a
steeper downward sloping plot of security value as a function of interest rates,
and this in turn implies a larger gain if rates fall-—-thus, you prefer positive
convexity.

A full answer notes that we have assumed a parallel shift in the yield curve.
If the vield curve steepens or flattens, the answer could change. Whether
additional convexity helps or hurts you depends upon the type of yield-curve
shift and the particular bonds under consideration. It needs fo be evaluated
on a case-by-case basis. See the related discussior beginning on p. 187.

Answer 2.28: The hedging strategy is naive. This is called a “stop-loss strategy”
(Hull [1997, p. 310]). At first glance, it replicates the payoff to the call,
However, purchases and sales cannot be made at the strike price. When the

%%1n fact, this is a feature of any callable bond-if interest rates fall far enough, the call feature
kicks in and imparts negative convexity o the security.

¥ lonvexity is not such an issge if you expect a bond market rout. When prices fall and rates rise,
prepayraent becomes less attractive, and the call eption in the hands of the borrowers assumes less
importance—and so does the negative convexity the call is able to impart to your mortgage-back
security value,
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stock is near the strike, you cannot know whether it will cross over the strike
price or not. You have to wait until the stock price crosses the strike price.
This means you end up making purchases at a price slightly higher than the
strike and sales at a price slightly lower than the strike. The closer to the strike
you try to time your trades, the more frequently you can expect to have o
trade. You can get eaten alive by transactions costs {see Hull [1997, p. 310]).

A second criticism 1s that the timing of the cash flows to the option and the
hedge are different—it is not a hedge (see Hull [1997, p. 310}).

Answer 2.29: This question and the next are the most popular stochastic cal-
culus inferview questions. Although this is ostensibly a sfochastic calculus
guestion, the answer relies only upon Riemann calculus. If you were stuck and
looking for a hint, then maybe this is enough to get you going. 4

Let Ir(w) denote the integral f(;r w(t,w)dt. In this integral, ¢t measures time
along sample paths, and w is an element of the sample space §1 (i.e., w corre-
sponds to a particular possible sample path). Since w{t) has continuous paths
with probability one (i.e., for almost every w € {3} the path is continuous}, this
integral is a Riemann integral evaluated pathwise for any fixed w € §1. The
Riemann integral is just (in its simplest form)

n
IT s nangQ Sﬂ, where Sn = Z (ti s ti—l) w(tg_l), and

fal
= O=to<t, <...<t,=T.
T

We may rearrange terms as follows:

n

Spo= D (ti—tiy)wltia)

=1

= {fy —toywlto) + (2 — t)w(ts) + ...+ ({tn — th1jw(tn_1)

= —tow(to) -+ t; [wlto) — wlts)] + t2 [w{t1) — w(ta)]
4ty [With—2) = w{ln—1}] + thw(tn—1)

n—1
= —tow(te) + Y _ ti [w(ti-1) — w(ts)]
t=1

n—1
+in Z fw(t:) — w(tie1)] + taw{to) {a telescoping series}
i=1
n—1
- Z(tn =) [w(ts) —wtio1)], ae
i=1

49T thank Taras Klymchuk and lan Short for suggesting related solution techniques; any errors
are mine.
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The last line follows because w{ts) = w(0} = 0 a.e. {i.e. almost everywhere)
by definition. So, S, is just a weighted sum of increments of a standard
Brownian motion. It is well known that such increments are independently
normally distributed and that a finite sum of constant-weighted independent
normals is also normal. Thus, S, is normal for each n. Having established
normality, we can deduce the mean and variance using algebra or calculus; I
will do both.

ALGEBRA DERIVATION OF MEAN AND VARTIANCE

Now, notice that (t, —¢;) = Tn/n—-Ti/n = T(n—i}/n, and (T(nwi)/n}[w(ti}w
wit;_1)] ~ N0, (n~)2T3/n3) (because w(t;)— w(t, 1} ~ N{0,T/n}). Alittle
bit of algebra gives us that S°r ' (n~i)%? = 5.7, i = n{n—1){2n—1)/6 (using
Answer 1.45), so that 3 (n — i)*T3/n® = n(n — 1}(2n — 1)T3/(6n3) — T3/3
as nn — oo. That is, conditional on time 0 information, Ir(w) is distributed as

N(0,T%/3).

CALCULUS ’DSRIVATION OF MEAN AND VARIANCE
The mean is just E(Ip) = fe fw{t)])dt = 0. With a mean of zero, the variance
is just the second non-central moment

V{lr) = E(I})

)
- / / E [w(t)w(s)] dtds.

Now, you will recall that w(?) is a process with independent increments. Let
us assume, for the momeni, without loss of generality, that s < . Then,
w(t) = w{s) + (w{t) — w(s)), and w(t)w(s) = w(s) + (w{t) — w(s))w(s). It

follows that
Elw{H)w(s)] = F [wg(s)] = 8,

using independent increments and the fact that w(s) has a variance of s. More
generally, E [w(t)w(s)] — min(¢,s). Thus, we may write the variance of the
integral as follows:

V(lr) = / / w(t)w(s)) dtds
- / / min(t, s)dtds
_ A(Ltdﬁ+£sdt>ds
= /OT(§+3(T~«3)) ds
[lnDe- G0
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demonstrating again that Ir(w) is distributed as N(0,T3/3).

Answer 2.30: Do you need a hint? This problem requires [t6’s Lemma and not
much else. Now go back to the problem and stop peeking at the solutions.4!

If we apply Itd’s Lemmma to F({,w) = Efﬁg‘l, we find*?
dF = Edt + Fodw + %f},m(ﬂfw)2 = w{t)dw(t) + édt.

This notation means precisely

T T T
ﬂmmF@mem@m+%£ﬁ:memm+§

Given the definition of F(t), it follows immediately that

/2mwmnzfmﬂlzag
0 2

It should be noted that the expected value of the right-hand side of the equality
is zero. This is consistent with the expecied value of the left-hand side of the
equality being zero also.

Answer 2.31: Most people incorrectly deduce that the derivative security is
worth $1. If you got this answer, go back right now and think some more.
present three solution techniques: the first uses standard no-arbitrage argu-
ments; the second uses partial differential equations {PDE's}; the third uses
stopping times.?3

FIRST SOLUTION

You are an investment banker. Assume there exists a derivative security that
promises one dollar when IBM hits $100 for the first time. If this security is
marketable at more than $0.75, then you should issue 100 of them and use
$75 of the proceeds to buy one share of IBM. If IBM ever hits $100, sell the
stock and pay $1 to each security holder as contracted. You sell the securities,
perfectly hedge them, and still have money in your pocket. By no-arbitrage,
the security cannot sell for more than $0.75.

4] had the pleasure of attending a symposium in honor of Norbert Wiener at MIT in October
1994 (“The Legacy of Norbert Wiener: A Centennial Symposium™). Two seats o my left sat
Kiyoshi Ito—of Ité's Lemma fame. Although 79 at the time, Professor [td did not appear ofd. He
was of small build and very distinguished looking. He spoke clearly in somewhat halting English,
and his good-natured humor was infectious. Previous and future Nobel Prize winners, respectively,
Paul Sarmuelson and Rebert Merton also spoke, and it seems that {t6's Lemma was in fact a footnote
in a paper of Ité's. They joked that it should be called “Ttd’s Footnote” instead—but that does
not have the same ring to it. In 2006, at age 91, It6 was awarded the Gauss Prize in Mathematics
(Protter {2007]). It died in 2008 aged 93. Samuelson died in 2000 aged 94.

21 thank Taras Klymchuk for suggesting this solution technique; any errors are mine.

431f you want a good introductory book on PDE's, I recommend Farlow (1993). I loved this book
when | was a student. | still find it a breath of fresh air compared to my other math books.
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The converse is that if this security costs iess than $0.75, you should buy 100
of these securities financed by a short position in one {BM share. For this
to establish $0.75 as a lower bound on the security price (and, therefore, to
pinpoint the price at $0.75--the solution given to the interviewee by the Wall
Street firm}, you need to assume that you can roll over a short position indef-
inttely. This assumption seems reasonable for moderate amounts of capital.
However, it is not clear to me that this is a reasonable interpretation of “ignore
any short sale restrictions” when larger quantities of capital are involved. As
one colleague said to me: “H it were possible to shori forever, 1'd short stocks
with face value of a billion dollars, consume the billion, and roll over my short
position forever.” This seems {0 be an arbiirage opporiunity.

We conclude that $0.75 is a clear upper bound by no-arbitrage, and thus $1
cannot be the correct answer. Whether or not $0.75 is also a lower bound is
arguable (but it seems to make sense for moderate amounts of capital). The
second solution technique also establishes $0.75 as the value of the security.

SECOND SOLUTION

This technique is more advanced and may be beyond the average candidate.
The derivative value V must satisfy the Black-Scholes PDE (Wilmott et al.
(1993 ):

8V 1, 0% oV _
54—50358—24“?35—57“?1/——0

The boundary conditions that make sense for V(S,t) are

V(8 =100, any s >t} = 81, and
V(S=0, anys >t} = $0.

Let us simplify our lives by searching initially for a solution that is affine in
S: V{8,t) = kS(t) + I, for some constants k and {.45

The two boundary conditions imply that

kx$100+! = §i, and
Ex8+1 = 80

From these we deduce that k = +5, and { = 0. The functional form V(S,¢} =
3«%«53 (t) satisfies the Black-Scholes PDE and the two boundary conditions and
is thus the derivative value. In the special case where S{t) = 375, we get
V = $0.75, as for the first technique,

THIRD SOLUTION
Following Shreve {2004, p. 297}, we will take a “first passage” or “stopping

441 thank Alan J. Marcus for suggesting this type of solution technique. [ am responsibie for any
EITOTS.

45 Aq affine function involves both a linear portion, kS, and a constant, {. On a two-dimensienal
plot, a linear function goes through the origin; whereas an affine function may have a non-zero
intercept.
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time” approach. This technique is even more advanced than the previous
46
one.

Let now be time ¢ = 0 and consider a derivative with lifespan T that pays §1
if stock price §(¢) hits a barrier at level B > S(0} before time 7. In our case
B = §100 and 5{0) = $75. In the Black-Scholes world we have risk-neutral
stochastic differential equation dS(¢) = rSdt + oS(t)dW (t) with solution

S(ﬁ) - S(O)e(r—%gﬁ)z—q—aw — S(O)ecw,

where W{t) is a standard Brownian motion, W(t) = af + W(t), and a =
3 (r—30%).

Let E(T) = maXg<i<T W(t), then maxgci<r S(t) = S(0)e”M). The stock
price hits the barrier B before time T if and only if this maximum stock price

is larger than B. That is, S(O)e"ﬁ(” > B. Simple algebra shows us that
5 - P oM ()
P (OréltangS(t) > B) = P({S{0)e > B)
= 1- B(S(0)e’M0) < p)
o f 1 B
- ] = < g f ——
1- B (M(t} <l (S(O)))

= 1-P(M(t) <),
where b = Lin (ﬁ%) . We can use Shreve (2004, Corollary 7.2.2, p. 297) to

deduce immediately that

P(M({t)<b) =N (b:/;T) — PN (Lﬁ) L b> 0.

It follows that the risk-neutral probability that we get our $1 is*’

(Oré:%xT S(t) > B) =

() - ()

- 5 () () ()

N (in (%g-l) +{r— %02)T)

o

oVT
~2 n {58 _ (r - Lg2
(3 ()

61 thank Olaf Torne for suggesting this type of solution technique; any errors are mine.
71 used In(A4) = —In (4) for 4> 0, 1~ N(z) = N{—z), 4% = ()77, and ¢ "8} = ps,
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Equation (*} gives the risk-neutral probability of the stock price touching the
barrier and generating the payoff. If we multiply this probability by the §1
payoff, we get the risk-neutral expected future payoff. If the interest rate is
zero, then we do not need to discount, and plugging r = 0 into equation (*)
gives the value of the finitely-lived instrument that pays $1 when the stock
price hits B. If we take the limit as T — oc, the first N{:) term — 0
(because its argument goes to —oo}, and the second N(-) term ~+ 1 {because

its argument goes to +00). We are left with $1- (WS_%Q), which is just $0.75 in
our case.

From equation (*), you should be able to deduce the risk-neutral probability
that the stock price eventually hits the barrier as

N 1 cifr > %02,
1 3 — . 2r

R N N TP
Extension: Some candidates have very recently been asked this question
in the case r > 6. My first two solutions do not rely upon r = 0, so the
answer must be the same. Can we demonstrate this using this third solution
technique? Well, to discount the expected future value at rate r we need to
know how long to discount for. Let 7 be the time at which S(f) first hits B.

This “first passage time” is distributed Inverse Gaussian with the following
pdf:®

B
In (m

=

The general functional form of the Inverse Gaussian is

e

-

e

(s

) where 720

2

Af ke
fx) = 2?;\:53 e 2#) where 530, A0, p>0.

nf 2] in{ <5
Inourcasemmr,/\mm;ﬁfin—andpznW.With>S({})$the

rH%cr?
condition ¢ > 0 implies that r > %a‘z, else we do not have a valid pdf for f{r).

If we proceed assuming r > %02, our discount factor is the expected value of

e~} with respect to f(7) such that 7 < T
Ele ™ oy (7)),

where
1; ifre X,

Ix(z) = { (}; otherwise,

¥ Given time taken, the distance traveled by a Wiener process is Gaussian, but given distance
traveled, the time taken is Inverse Gaussian. So, the distribution of the first passage time for In 5{f)
to hit In B is alse Inverse Gaussian {Crack {1998]).
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So, we need to find the following discounted expected payoff:

In :5%21 +(r—io”)T
TILHSQ E[e_r(T)I{TST}(T)} -81- [N ( )O’ﬁ

-2 SOy _p— 1
(o) (B

For r > %oQ, everything is surprisingly well behaved as T — 0. The dis-

counting term E{E—T{T)I{qu*}{?’“)] —+ Ele~"(")], and it takes a page of tedious
yet simple algebra to show that Efe™"(")] = »S-%'l (hint: complete the square
in the exponent). As we take the imit 7' — o0, the first N(-) term — 1
{because its argument goes to +oc}, and the second N(-} term — 0 {because

its argument goes to —o0). We are left again with $1 - (%{3—), which is jusi

$0.75 as before. 1 find it interesting that in the two cases r == § and v > %cr2
the limiting behaviour of the two cumulative normal terms is opposite, but,
with the same end result. In the case 0 < r < %02, the instrument’s value is
the same, but I do not have a formal proof using Shreve's notation.

Finally, note that regardless of the value of r, the value of the finitely-lived
instrument depends upon volatility, but the value of the perpetual instrument
is independent of volatility.

Advice: One out of every three men I have ever interviewed put their
finger up their nose during the interview. I am not joking. They seem
to be ungware of it. Perhaps it is nerves. It {s difficult to take the
candidote seriously after that. They expect me to shake hands with
them at the end of the interview, but I always find a way out of it.
Keep your hands off your face during the interview!

Answer 2.32: There are two ways to proceed: the first way is to work out the
pricing formula from first principles; the second way is to use Black-Scholes
option pricing as it stands, and attempt to obtain a similarity solution via
adjustments that account for the power payoff.

FIRST SOLUTION

1 was unable to find a published pricing formula for the power call (with
payoff max[S® — X, 0]} or for the power put (with payoff max{X — §%,0]), so
I followed a straight discounted expected payoff approach under risk-neuiral
probabilities. It is relatively straighiforward to show that the value at time ¢
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of European power call and put options maturing at time 7" is

oty = Se™TUNY) — e T XN(,), (xx) and
p(t) = e "TUXN(=dy) — S*t)e™ "I N(~d}), where

. - n (52) + (- +:§:x —f)(ﬂ)(fr -0

In (%) +(r— Loe?)(T - )
[, — ’ J— -

K = Xa, and m%(r+%02)(aml).

&

In the case a = 1, the power option pricing formulae reduce to the standard

Black-Scholes call and put pricing formulae,

The “delta” of the power call can be found by differentiating the power call

pricing formula with respect to S(t}. The delta for the power call is given by
et}

Dpower call = 35(1)
= oSN T-ON(d)
+ X““i)n(d’g +oyT=1)e 2T a=1? _ q)
o/T —t ’

where n{-} is the standard normal pdf function n(x) = ﬁe“%ﬁ, and m, d.
and d are as defined above.

It is interesting to note that because d, has the same functional form as the
original Black-Scholes dy, then the term df) + o+/T —t appearing in the delta
has the same functional form as the original Black-Scholes d,. However, this
differs from the power call’s d] which contains an a term.

How does the power call’s delta behave as S(t} gets large? Well, as S{t} gets
large, both d},d5 — oo. Thus, N(d}} — 1, and n(d) + oI —1t) — 0. It
follows that

Bpower catt = a8 Ve™T=8 " for large S(t).
It follows that if S(¢t} is large, then as (T — £} — 0, we get that
(o1}

ﬁpower call & a8 .

This should come as no surprise: If the power call is deep in-the-money, and
there is little time to maturity, then its sensitivity to changes in S{t) will
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be about the same as the sensitivity of §%(f) to changes in S(t}. The latter
sensitivity is just
a5°(t}
a5(t)
One implication of this is that the delta of a power call continues to change
as S(t) increases.

= a8le1,

What may come as a surprise is the shape of the power call option pricing
function (see Figure B.5). If @ > 1, the plot of c{t) versus S(t) is steeper
than and above the plot of max(S® — X, 0) for large S{t} (it decays down
toward the payofl as maturity approaches). If a < 1, the plot of c{t} versus
S{t) is less steep than and below the plot of max(S§® — X,0} for large S(t)
(it decays up toward the payoff as maturity approaches). Only in the case
a = 1 do the results agree with those for the standard call: The plot of call
value as a function of stock price is less steep than and above the plot of
max{8§ — X,0). In all cases, the plot of ¢(t} as a function of S{1} is above the
plot of max{S® — X, 0} for small 5{t).

Mathematically, the approximation Dpoer catt = a8te-DemT8 drives the
results for large S(t) {together with the fact that m is positive if @ > 1 and
negative if a < 1). Economically, the time value of the option drives the
results. When a > i, the power of § is so high that the option value grows
more quickly with increasing S than does the intrinsic value. When a < 1, the
option value grows less quickly than does the infrinsic value, and the European
nature of the option means that there is “negative time value” for having to
wail for such a low payout.

The payoff diagram for the power call is a little sirange because the “kink”
does not occur at § = X, but at § = Xa—=see Figure B.5. For example, if
a = 2, the payoff diagram is flat until $(T) = v'X and then is an upward
sloping portion of the parabola $%(T) — X. If a > 1, the delta of the power
call will be higher than the delta of a standard call with strike X & because
the payoff diagram is steeper. Conversely, if @ < 1, the delta of the power
call will be lower than the delta of a standard call with strike Xs because the
payoff diagram is less steep.

In the power option pricing formulae, dj has the same functional form as the
ds in the regular Black-Scholes. The only difference is that you have In (.3_;((;?2),

where K = X é, in place of In (Sifl) The reasoning follows a Z-score argu-
ment {see details in Crack [2014a]). In the standard Black-Scholes formula,
N{dy) is the (risk-neutral} probability that the call finishes in-the-money; it
is the probability that S{T} > X. In the power call option formula, N{(d5) is
the {risk-neutral) probability that the power call finishes in-the-money. For
the power call, this is the probability that $*{T} > X. This is the same as
the probability that § > X . This probability is in turn just the standard
N{dy), in the case where the strike is given by X = X=.
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To extend the formulae to the case of continuous dividends at rate p, replace
5(t) by S(t)e~AT—% throughout the power option pricing formulae to yield

et) = So)elm P T-ON() — e T-UXN(d,), and

p(t) = eTTUXN(—dy) - §3(t)em-oHT-UN(~d),  where

In (%) +r—p+(a=}o)T-1)

&, =
! av i -1t
in (32 4 (r — p— Lo)(T - 1)
K 2
d, = ( ) o, =d] —acVT ~t,
= x% = &2 _
K = X% and mm(r+2a)(a 1.

Story: A headhunter seat me a candidate to interview. Affer two minutes
in the interview room, I could see that the candidate had inflated his CV. |
knew it, and he knew I knew it. He was embarrased and uncomfortable. I
felt that both he and the headhunter had completely wasted my time. Your
CV is in the cross-hairs. Putting something false on it is a stupid thing to
do! Do not do it!

SECOND SOLUTION

We can atiempi 1o use what we already know about Black-Scholes {0 arrive
at a similarity solution. If we apply 1t6's Lemma to V = 5% where dS =
rSdt + 0Sdw, we obtain dV = r'Vdi + ¢'Vdw, where ' = ar + fa{a — 1)o?,
and o' = ao (exercise). We see that V follows a geometric Brownian motion,
and we might be tempted to deduce a similarity solution for the power call
(with no dividends) as in (***)} below.

(1) = VN, e " T XN(d,), (x+x) where

n (%) + (' + 3T = 1)
‘- s
dy = N . and

dy = dy~ad VT ~t.

This is, however, only an approximation to the power call value. Both S{¢)
and V() follow geometric Brownian motions, but they differ in that although
the r term in dS is the correct rate to discount the strike price X, the r’ term
in dV is not. It is this difference that undermines the similarity solution ap-
proach. The difference between r and r’ thus determines the accuracy of the
approximation; see the exercise following.
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Exercise: We defined m = {r + § o2} (@ —1) on p. 148. Please demonstrate
your algebraic dexterity here by showing that m = r' — r, that d] and d} in
(***) are identical to those in (**) on p. 148, and that the correct power call
formula ¢{t) given by (**) on p. 148 satisfies ¢(t} = e™T-Y¢/(t) where ¢/(t)
is the similarity solution given in {¥***) above. Now deduce that the accuracy
of the similarity solution is determined by how far m(T — t) is from zero. In
practice, i o is far from one (say above 1.2 or below (1.8), or time to maturity
is longer than about six months, or implied volatility is bigger than about
0.40, then the approximation is poor.

JARROW AND TURNBULL'S POWERED CALL

Jarrow and Turnbull ask their readers to value a call with payoff [$(T}— K]? if
S(T > K and zero otherwise (Jarrow and Turnbull [1896, p. 175]). Assuming
a Black-Scholes world, it is easy to show that the value of this call at time ¢
prior to maturity is

ct) = Sty FNT-DN(dg) — 2K S(t)N{dy)
+e "IV KIN(dy), where
(32} + (r+ 3~ o) (T-0)

d = , forl=1012
! ol —t r

More generally, the following result {Crack [1997))

E*[SUT)S(T) 2 K] = §*()e 1) TN (dy ),

where E* is expectation with respect to the risk-neutral probability measure
and d; is as above, allows you to value the powered call with general payoff

_ S -K]* 8Ty 2 K
o) = { 0 L S(T) < K,

for non-negative integer o {Crack {1997]). The general pricing formula is
= Tt
oty = Y (~K)* (J)SJ(t) [5-n(ri )¢ I N(ds_), where
=0
In (

)+ (r+B-10) -9

di = o ,I=21,...,2 — @,

: oyT —1t *
and ( ) = W is the usual binomial coefficient (see also Haug [2007,
p. 119]

The reader should check that in the special case o = 2, the general formula

reduces to that previously given, and that in the special case a = 1, the general
formula reduces to standard Black-Scholes.

“Haug {2007, pp. 118-119) gives some of these formulae and cites Crack (1897, 2004}.
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Power Call (Alpha=2, Strike=$100)

éCalI Value :
~ 800}
4
@
=
=
300} .
Intrinsic Value
0 - T .................... . PR
10 20 30
Stock Price 8(t)
Power Call (Alpha=1/2, Strike=$5)
2 L.
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4]
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Intrinsic Value
0 25 36 49
Stock Price S(t)

Figure B.5: Power Calls with o > 1, and a < 1

Note: The power call prices are plotted as a function of price of
underlying. Note that the “kink” in the payoff diagram does not
occur at the strike K, but rather at K% (see Question 2.32).
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Answer 2.33: If the Black-Scholes assumptions are correct, then the implied
volatilities of options (those backed out of the Black-Scholes pricing formula
given the other pricing parameters) should fall on a horizontal line when plot-
ted against strike prices of the options used. However, the patierns that result
include smiles and skewed lines depending upon the underlying asset and the
time period {Hammer [1989]; Sullivan {1993]; Murphy [1994]; Derman and
Kani [1994]). Before the Crash of 1987, you typically got smiles when you
plotied the implied volatilities against strikes. Nowadays you are more likely
to get skews, or smirks.%¢

What is happening may be viewed in some different and related ways. Option
prices are determined by supply and demand, not by theoretical formuiae.
The traders who are determining the option prices are implicitly modifying
the Black-Scholes assumptions to account for volatility that changes both with
time and with stock price level. This is contrary to the Black and Scholes
(1973} assumption of constant volatility irrespective of stock price or time to
maturity. That is, traders assume o = o{8{t),t), whereas Black and Scholes
assume o is just a constant.5?

If volatility is changing with both level of the underlying and time to matu-
rity, then the distribution of future stock price is no longer lognormal. The
distribution must be something different. Black-Scholes option pricing takes
discounied expected payoffs relative to a lognormal distribution. As volatil-
ity changes through time, you are likely to get periods of litile activity and
periods of intense activity. These periods produce peakedness and fat tails
respectively (together called “leptokurtosis”), in stock returns distributions.
Fat tails are likely to lead to some sort of smile effect, because they increase
the chance of payoffs away-from-the-money.%?

These irregularities have led to “stochastic volatility” models that account
for volatility changing as a function of both time and stock price level (Hull
and White [1987]; Scott[1987]; Wiggins [1987]; Hull [1997]). Applications to
FOREX options include Chesney and Scott (1989} and Melino and Turnbull
(1990). The effect of stochastic volatility on options values is similar to the
effect of a jump component: both increase the probability that out-of-the-
money options will finish in-the-money and increase the probability that in-
the-money options will finish out-of-the-money (Wiggins [1987, pp. 360-361]).
Whether the smile is skewed left, skewed right, or symmetric in a stochastic
volatility model depends upon the sign of the correlation between changes in
volatility and changes in stock price (Hull [1997, Section 19.3]).

50 Another related deviation from Black-Scholes pricing is that implied volatilities when plotted
against term to maturity produce a “term-structure of volatility.” That is, traders use different
volatilities to value leng-maturity and short-maturity eptions {Derman and Kani [1994, pp. 2-3};
Hull {1997, pp. 503-504}).

51Black (1976) is the earliest paper | know of that acknowledges that ¢ 1 as § |, and vice versa,

52The interaction of skewness and kurtosis of returns gives rise to many different possible smile
effects (Hull [1997, Section 19.3}; Krause [1998, pp. 145-148]).
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Answer 2.34: This question is probably supposed to invoke misleading memories
of the barrier option parity relationship: Other things being equal, 2 down-
and-out call plus a down-and-in call is the same as a standard call. However,
& double-barrier knock-out is not the same as an up-and-out together with a
down-and-out. The latter pair of options is more valuable than the double-
barrier knock-out. The most obvious reason is that if the underlying moves
one way, then the double knock-out is knocked out, but a portfolio of a down-
and-out plus a down-and-in still contains one option. That is, the pair of
knock-outs is more versatile-—and thus more valuable,

A double-barrier knock-out can be priced using lattice (e.g., binomial) meth-
ods. It may also be priced using the Kunitomo-lkeda formula {Kunitomo and
Tkeda [1992]; Musiela and Rutkowski [1997, p. 211]; or the user-friendly Haug
[2007, p. 156]). The Kunitomo-Ikeda formula is an infinite series. Typically,
only the leading few terms are needed for practical purposes (Kunitomo and
Ikeda {1992, p. 286]). More terms may be needed if volatility is high, term to
maturity is long, or the distance between the barriers is small (in each case
this increases the likelihood of knockout and the pricing is more difficult}.

Answer 2.35: The prices of the digital asset-or-nothing, da(f}, and the digital
cash-or-nothing {with a “bet” size of $1), dc{t,$1), are just the two parts of
the Black-5choles formula

eft) = daf{t) — Xdc(t, §1), where
da{t) = S{{IN(di},
de(t,$1) = e " TUN{dy),
n (5) + (r + Jo?)(T — 1)
dy = Py , and,
do = di—~ovVT —t.

Black-Scholes derivations using discounted expected payoffs under risk-neutral
probabilities (e.g. Crack [2014a]} contain implicit derivations of both digital
option values. These may be identified if the initial step 1s re-expressed as
da(ty = e T E*[S(T)Tgrynx | S(t)], and,
de(t,81) = e TV E*[Tgiryux | S,

where Tg(7)- x is the indicator function

- [ 1if S(T) > X,
SI>X T 0if S(T) < X,

Answer 2.36: A path-dependent option is one where the fnal payoff depends
upon the stock price path followed. If the stock price ends up between
the barriers, the option has different values, depending upon whether it was
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knocked in or knocked out {or both). Path-dependent options can typically
be priced using Monte-Carlo methods. However, Monte-Carlo does not work
for American-style options. Standard lattice techniques (e.g., binomial option
pricing) do not usually work for path-dependent options.>® However, you can
price the “out-in" derivative using standard lattice methods, as follows. The
parity relationship for knock-outs says that a down-and-out plus a down-and-
in is a standard option. We can generalize this to conclude that an out-in
plus a double-barrier knock-out is the same as an up-and-out (other things
being equal). It follows that the out-in is worth the excess of the value of the
up-and-out over the double-barrier knock-out. Both these knock-outs can be
priced using standard lattice techniques.

Answer 2.37: Let G(-} denote the gold price. Now is time f, and time T is
six months from now. The naive {and incorrect} step is to conclude that a
volatility of ¢ = $60 per annum translates to a six-month volatility of $30.
In fact, volatility grows with the square root of the term. Thus, $60 per year

translates to about \/% x $60 ~~ $42 per half-year.

How do we find the probability that the option finishes in-the-money, P{G(T) >
430}7 With 7 = () there is no drift in the risk-neutral world, so the distribu-
tion of G(T') is centered on (f(t) = $400, with standard deviation roughly $42.
Thus

il

P(G(T) > 430) P(G(T) — G(¥) > 30)

B G(T) — G(t) _ 30
- p( 42 >E)

o(3)

where N(:) is the cumulative standard normal function. The last step follows

because % is roughly standard normal. We know that N{0) = .50,
and N(1) = 0.84, so N (3) ~ 0.75.

We conclude that there is roughly a 25% chance that the digital option finishes
in-the-money. With a bet size of $1 million, and a riskless interest rate of zero,
the discounted expected payoff {in a risk-neutral world) is roughly $250,000.
The erroneous o == $30 gives an incorrect value of only about $160,000.

&

Answer 2.38: Let us review quickly standard American options before looking
af the perpetual option. American options are harder to price than European
ones. Puts are harder to price than calls. An American put is hardest of all
1o price because early exercise can in general be optimal at any time for an
American-style put. This differs from an American-style call, for which early

53Gtandard lattice techniques can be modified to allow pricing of path-dependent options. How-
ever, a couple of conditions involving complexity of the payoffs need to be satisfied (Huli and White
{1993}; Hull [1997}).
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exercise is optimal only at a few dates during the option’s life {just prior to ex-
dividend days). In fact, the problem is so hard that no exact pricing formula
exists for standard American put options.

Black and Scholes (1973) value European-style puts and calls. If a stock does
not pay dividends, then a European call and an American call have the same
value (there is no incentive to exercise early}. Thus, American calls on non-
dividend-paying stocks can be valued using Black-Scholes. The introduction
of dividends complicates matters. However, an approximate pricing formula
(Black {1975]) and an exact pricing formula (Roll [1977b]; Geske [1979]; Wha-
ley [1981]) for American calls on dividend-paying stocks are known (see Hull
[1997, Chapter 11]). American puts are more complicated. The dividend issue
is not as important for puts as for calls because it is the receipt of the strike,
not the dividends, that encourages early exercise of a put. Although no ex-
act American put pricing formula exists, there are approximations {Parkinson
[1977]; MacMillan [1986]; Barone-Adesi and Whaley [1987]}. See the sum-
maries in Tables B.2 and B.3.

Now to the perpetual American put. Extending the life of an option in per-
petuity eases the pricing burden {removing the dependence on time turns a
PDE into an ODE). Pricing the perpetual American put was a question on
a problem set I had as a student in Robert C. Merton’s derivatives course at
Harvard in 1991, I reproduce my solution here.

Let V denote the value of a perpetual American put option on a stock. Let §
denote the stock price. Let X denote the strike price. Assume that the stock
pays continuous dividends at rate p. Let o and v denote the volatility of stock
returns and the riskless interest rate respectively. The Black-Scholes PDE is
given by (Wilmott et al. [1993])

6V 1 2522V v
6t 08?
However, for a perpetual put, time decay must be zero (it cannot age if it

can live forever}). Thus, the PDE becomes an ODE (though I am keeping the
partial derivative notation}:

+{r p)Smer 0.

14

1223
5682

+(r wp}S~§~§-rV 0

Let § denote the lower exercise boundary (this is how low the stock has to go
before exercise of the put becomes optimal—it has to be determined). Then,
we have the boundary conditions

Vis=98) = X -3,
av

EXE

V({s) < X.

= -1,

{©2614 Timothy Falcon Crack 156 All Hights Reserved Worldwide



The second condition is the Samuelson “high-contact” condition.

All of this ODE’s soluiions may be represented as a linear combination of any
two linearly independent solutions. It follows that

V(§) = AiVHS) + A2V3(S),

where A) and Az are constants, and V! and V? are linearly independent
solutions of the ODE. My guess is that V1! = §*1, and V? = §* for some
constants A1, and Xp.%* Substitution of V* into the ODE yields (fori=1, 2,
and for § < 5}

[%ogz\i(/\i — D+ {r—p)A— r] Sh o= (),

Rearranging and collecting terms in A;, we get fori =1, 2
i |

~2~sz\f+ (r—pmi;crz) Ai—r=0.

This is a quadratic formula, with solutions for A

m(r—pw%02)+\/(rwp—%02)2+202r

/\1 - 3 R and
o
m(rmpm%02)“\/(rmpm%02)2+202r

Ay o= =

The solutions for A; can be seen to satisfy A; > 0ifr > 6, and Aa < Qifr > 0.
Let us now consider the behaviour of the general solution we have derived:
V{§) = A1SM + AaS*. First of all, with A; > 0, and Az < 0, then

fim (Als*‘1 + AQS’\Z) = doo, if |4 > 0.

S—+oo

However, the boundary conditions put both upper and lower finite bounds on
the value of the put. Therefore, 4; = 0, and V(8§) = 438%2. Now, the first
boundary condition tells us that

V{.‘S..) - AZ_‘S_}'R = X w.‘S.,?
so it follows that A; = %}g, which yields
vig) =22} 5% = SSA2
)= ()5 = x-9(3) -
SWhy make this guess? Look at the ODE: the degree of the derivatives of V and the degree

of § in the coefficients move together (both two, then both one, then both zero). This suggests
solutions that are powers of S.
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To pinpoint the solution, we must determine the value of the lower exercise
boundary 5. The second of our boundary conditions says 33:1 S8 = 1. We
can solve for § using this.

av Szl
7 = -9 ()
av (X - S)
b — b ——— —1
]
= MX-S5) = -8
Ag X
> S = o1

Thus, for §> S = Ag , the perpetual American put is worth

s (®)" - ([

~(r—p—30%) ~ \/(rmpm—az) +202T
g2

where

V(s)

Ay =

For 0 < § < (;\“llli% = §. it may be shown using similar techniques that a
perpetual American call is worth

V(s) = (Al}_{_l) [(’\1;;}3]'\1, where

~(r—p— 30?) +\/ +202

A

Note that (theoretically at least) a perpetual European call is worth the same
as the stock, whereas a perpetual European put is worth zero {(look at the
limiting behaviour of the Black-Scholes formula).?®

Answer 2.39: If you subtract LIBOR, denoted “L,” from both payments, it
seems that Party B is paying 24% — 3 x L. This is three times 8% — L
The quoted swap is, therefore, equivalent {0 three swaps, each of which is a
swap of LIBOR for 8% fixed {where Party A pays LIBOR, and Party B pays
8%].

Answer 2.40: If you sold the option, you should hold about one-half a share to
hedge. If you bought the option, you should short about one-half a share to
hedge. If you are at-the-money, there is about a fifty-fifty chance the option
finishes in-the-money; and with this expectation, you need about one-half a
share to hedge.

%Note that in the case of the perpetual American call, limyo0 Ay = 1, and lims, 4 V(S) = S.
‘That is, with ne dividends, the perpetual American call has the same value as the stock—iust ke
the perpetual European cail.
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Table B.2: Pricing Methods Summary: Plain Vanilla Options

Eurcpean-Style

American-Style

Put

Call

Put

Call

No divi-
dends

Black-Scholes put
formuta

Black-Scholes call
formula

No exact formula
{use approximation
formula, tree, or fi-
nite differences)

Black-Scholes  call
formula {early ex-
ercise is never opti-
mal)

Luémp sum

Use S*'=8-PV(D}

{se S '=g-PV(D)

No exact formula

Roll-Geske-Whaley

dividend D inn Black-Scholes in Biack-Scholes {use approximation | formula, or Black's
formula, tree, or §- | pseude formula
pite differences)
Continuous Use s*=fe #tF-t} { {ge §=ge 7~ | No exact formula | Adjust Roll-Geske-
dividends at | in  Black-Scholes | in  Black-Scheles | {use approximation | Whaley formula
rate o {Merton's formula} | (Merton's fermula) | formula, tree, or fi-
nite differences)
s={4E2 Use p = vrpx iUse p = rpx | Usep=rpyinthe | Usep~ rpy inthe
in Merton’s for- | in Merton's for- | above above
mula {Garman- | mula {Garman-
Kohlhagen/Grabbe | Kohihagen/Grabbe
formuia) formula)
All  cases: Monte Carlo, Jattice, or finite differences Lattice or finite differences
Numerical

Note: Pricing methods for European- or American-style plain vanilla puts or
calls where the underlying pays no dividends, pays a lump sum dividend, pays

continuous dividends, or is a foreign currency.

Table B.3: Pricing Methods Summary: Exotic Options

European-Style

American-Style

Path-Independent

Path-Dependent

Path-Independent

Path-Dependent

Lattice, Monte Catlo,
or finite difference

Monte Carlo, finite dif-

Eattice or finite differ-

Lattice (difficult) or fi-

ference,

cult)

lattice {diffi- | ences

nite differences

.. or a formula if you can derive it

Note: Summary of pricing methods for exotic options that are European- or
American-style, path-independent or path-dependent.

Answer 2.41;

Mean reversion is the tendency for a variable to return to some

sort of long-run mean. Interest rates are generally considered to be mean-
reverting: they go up, they go down, but they eventually return to some sort
of long-term average. In the case of a mean-reverting stock price, the stock
price would tend to be pulled back to the average if the price rises or falls very
far. This may reduce volatility and make the option cheaper.

A model of mean reversion makes sense for interest rates, and for stock returns,
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but it is by no means clear to me that it makes sense for stock prices. Bates
argues that strong mean reversion in stock prices is implausible because of
speculative opportunities available from buying when § < § and selling when
S > 5 (Bates [1995, pp. 7-8]). Lo and Wang say that autocorrelation in asset
returns can increase or decrease o {and the option price} and that it depends
upon the specification of the drift in the model (Lo and Wang [1895, p. 105]).

Mean reversion in prices can easily yield negative autocorrelation in both prices
and returns at some horizon. If we have autocorrelation in returns, then we
do not have a GBM, the Black-Scholes model is invalid, and the drift term in
the price process may be very important (Lo and Wang [1995]). Conversely,
if we have a GBM, then we have no autocorrelation in returns and the drift
term is unimportant for pricing options,”®

At short horizons (e.g., daily or weekly), stock index returns used to be pos-
itively autocorrelated (Lo and MacKinlay [1988}) but this result has all but
disappeared now (Crack [2014b]). At longer horizons (e.g., three or four years),
Fama and French {1988} and Poterba and Summers (1988) say that stock re-
turns are negatively autocorrelated (i.e., mean reverting). However, evidence
for this is weak {Richardson [1993]}). Lo and MacKinlay (1988, p. 61) say
that longer-term positive autocorrelation is not inconsistent with shorter-term
negative autocorrelation (i.e., mean reversion). Peterson et al. (1992) and
Lo and Wang {1995) discuss option pricing when asset returns are autocorre-
lated. Crack and Ledoit {2010} discuss hypothesis testing when asset returns
are autocorrelated.

Answer 2.42: Hedging can increase your risk if you are forced to both buy short-
dated options and hedge them. In this case, to hedge, you need to short the
stock. If the stock price rises up to the strike, and the options (be they puts or
calls} expire worthless. then you lose on both the options and the short stock
position. By hedging, you end up worse off than if you had not hedged.

Answer 2.43: This is a common question. You can hedge the written put by
shorting an asset whose refurns are correlated with returns on the underlying
stock. Ideally, this would just be the stock itself. However, it is not always
possible to short stock. There are single-stock futures contracts on about
1,000 leading US stocks (see www.OneChicago.com), but that still leaves about
4,000 listed US stocks and another 5000 OTC stocks without single-stock
futures {Crack {2014a, 2014b]}. You could short index futures instead but
that would give you an imperfect hedge. You need to know either the beta or
the correlation of the stock returns relative to the index returus to apportion
the hedge correctly. You could also short the stock of a close competitor. If
the stock is heavily influenced by a commodity (e.g., gold. silver, oil, corn),
you could short commeodity futures.

*Can you prove to your satisfaction that a GBM in prices implies very strong positive autocor-
relation in prices? See Crack (2014b} for further discussion.
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Answer 2.44; People are fed by the area, 4, of the pizza. A =12 == (%)2 =

«}dz, where d is the diameter. Thus, d = \/E\/Z Multiplying A by % requires
a multiplicative change of \/g in d. That is, d' = \/gd.’ = 13.86 inches.

Without a calculator, the square root of (1 + X) is roughly {1 + %), 80 \/§ oS
v/ 1.33 =~ 1.15. Fifteen percent of 12 is 1.8, so the answer is roughly 13.8 inches.

Tt
I

a question with the same answer is: a six-rnonth at-the-money call has price
$12; what is the price of the eight-month call?

Why is this a derivatives question? Using the approximation ¢ = So

Answer 2.45: You want to be short a put if you expect the put to fall in price
{e.g., the underlying is expected to rise, volatility to expected to fall, etc.).

Answer 2.46: A fair price for future delivery of an asset depends upon the spot
price and the cost of carry. The cost of carry includes the cost of money
{i.e., an interest rate), dividend income, storage costs, and the convenience
yield. The only difference between the two pieces of land is the entrance fee
to the beach. This is a dividend that lowers the forward price of the beach
relative to the field.

Answer 2.47: There are two important points: use of logarithms, and division

by T — 1. Begin by calculating continuously compounded returns {as used in
Black-Scholes):

Xt

In{1 4 R}

Py — P:~1)
= Infl4 ————
( ) S

- »(75)
Py

With 30 stock prices, you get T = 29 returns. Now calculate the standard
sample mean and variance. Remember to divide by T — 1 = 28 in the variance
estimator to get an unbiased small sample estimator of historical volatility
{DeGroot {1989, p. 413}).

1 T
g o= *j*-:zxz
fad

T
1
~2 Y
B E Xy - 1)~
’ T ltxl( t #)

- 41

Some people may even leave off the “~i” in the 6% calculation because mean
daily stock returns are typically so tiny compared to volatility, but I prefer to
leave it in.
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Answer 2.48: The key is default risk, but let’s start with a quick swap curve
review. Swap rates are fixed rates quoted by dealers against the floating leg
(e.g., six-month USD LIBOR) of an interest rate swap. The “swap buyer’
is the fixed-rate payer and is said to be “long the swap” (although I have
also heard the reverse). The swap curve is inferred from quoted swap rates
for different maturities in the same manner that a zero-coupon yield curve
(i.e., a “spot curve”} is bootstrapped from the vields on coupon bearing bonds
of different maturities (corporates or treasuries). Swaps dealers can do cus-
tomized deals offering differeni quoted swap rates to companies of different
credit rating; however, dealers fend to quote the same swap rate t0 companies
of different credit rating but ask for different amounts of collateral based on
the rating (personal communication with a NY dealer [April, 1899]).57 The
collateral and subsequent margin calls essentially resolve the credit issues. Jo-
hannes and Sundaresan {2003, p. 9) state that the “key to effective credit risk
mitigation is frequent margin calls.” They state that more than 65% of plain
vanilla derivatives, and especially interest rate swaps, are collateralized and
that at least 74% mark to market at at least a daily frequency.

The settlement features of an interest rate swap mean that default risk in
a swap is higher than in a eurodolar futures contract but lower than in a
bond {(Minton [1997, p. 253]). The reasoning is as follows. The settlement
rate for the fatures contract is reset daily by market forces, but the swap
typically resets only every six months. Both the futures contract and the swap
are marked-to-market and use margins, but the futures contract is backed
by the triple-A-rated fufures clearing corporation as a counterparty of last
resort and so the futures contract is less credit-risky than the swap. The swap
differs from the bond because no principal changes hands.®® At initiation, the
value of a swap contract is zero; but during the life of the swap, as interest
rates rise and fall, the value of the contract can become positive or negative,
respectively, to the swap buyer. Although a bondholder is always worried
about default risk, the swap buyer worries about default risk only when the
swap has positive value. Default on a swap is thus less likely than default
on a bond because default on a bond requires only that the company be in
financial distress, whereas default on a swap requires both that the company
be in financial distress and that the remaining value of the swap be positive.
The joint probability of both evenis needed for swap default is less than the
single probability needed for bond default (Minton [1997, p. 262-263, p. 267]).

It follows that the coupon rate on a bond will be higher than the guoted swap
rate for a swap of the same maturity. This is true for all mafurities, so boot-
strapping the swap curve from swap rates of swaps of different maturities and
bootstrapping the zero-coupon yield curve (i.e., the spot curve} from coupon

STMinton {1997, p. 252) confirms that the plain vanilla swap quotes in her {1992 and earlier}
sample assume no credit enhancement (e.g., marging or marking {0 market}.

58 Although true for an interest rate swap, this is not so in a forex swap, where principal changes
hands at initiation and conclusion of the life of the swap.
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rates of corporate bonds (e.g., AA-rated) of different maturities produces a
swap curve strictly below the zero-coupon yield curve.® It follows that when
you discount the cash flows to the bond using the swap curve, you get a num-
ber above that which you would get when you discount the cash flows to the
bond using the zero-coupon yield curve (i.e., above par).

Answer 2.49: Try a simple economies argument. The option must cost the same
as a replicating portfolio—else there is money to be made. This result is
driven by no-arbitrage and is thus independent of risk preferences. I can ease
my calculations by assuming risk-neutrality for everyone in the economy. In
such an economy in equilibrium, the required return {and thus the expected
growth rate and also the discount rate} for all traded securities is the riskless
rate. I price the option as if we are in this economy (and the option pricing is
immune to this assumption}.

Answer 2.50: Options live in the future, not the past: Today is the first day of
the rest of the life of a traded option. Setting aside problems with volatility
smiles and skews, the implied volatility (or “implied standard deviation”) is a
market-consensus forecast of volatility over the remaining life of the option. It
would be logical, therefore, that implied volatility is a better predictor of future
volatility than is historical volatility. Indeed, this is found empirically for both
FOREX (Xu and Taylor [1995]) and for equity indices (Fleming [1898]).

Answer 2.51: Which is worth more, a European-style call that is 10% out-of-
the-money or a European-style put that is 10% out-of-the-money?%

The short answer is that the call is worth more because option value is dis-
counted expected payoff relative to the distribution of possible payoffs, and the
call's long right tail of possible high payoffs (and low probability of occurrence}
dominates the put’s stunted left tail of low payoffs {and high probability of
occurrence).

Let us assume that S — 100, so that the call has strike X, = § x 1.1 = 110,
and the put has strike X, = S5/1.1 = 90.908090... (we could use X, = 90 but
some of the exact relationships quoted below would then be approximations
only}. Assume there are no dividends.

The distribution of stock prices at expiration is lognormal in the Black-Scholes
model and is thus positively skewed with its mean higher than the median,

5% early 1999, just before the ‘Fech Bubble, two-year swap rates were about 40 bps higher than
US treasuries {which were at 500 bps), about 5 bps lower than the yields on AAA-rated debt, about
30 bps lower than the yields on AA-rated debt and about 40 bps lower than the yields on BBB-rated
debt. For comparison, ten years later in mid-2009, coming out of the Global Credit Crisis, these
rates/spreads were 45 bps, 120 bps, 3 bps, 75 bps, and 575 bps respectively, Five years later stil,
in August 2014, these rates/spreads for a five-year maturity were 36 bps, 165 bps, 0 bps, i1 bps,
and 68 bps, respectively.

50f thank Veeken Chaglassian for helpful advice on this answer; any errors are mine.
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which is in turn higher than the mode (the peak). The median of the distri-
bution of future stock prices is Sel™™ 59T where (T — t) is the time to
maturity.

To make clear some subtle points, let us c,onsider two special cases. First,
suppose that the interest rate satisfies r = 20 (e.g., r = 12.5% for ¢ = 50%
and {T'—t) = 1), then the median of the distribution of S{T} equals S(£) at
100. In that case, even though the distribution of S(T) is skewed, the risk-
neutral probability that §{T) > X, is the same as the risk-neutral probability
that S(T) < X,.5! That is, the call and put are exactly equally likely to finish
in the money (this exact result is only approximate if we use X, = 90}. For
the numbers I just gave (r = 12.5%, o = 50%, (I"' - t) = 1, S{f) = $100,
X, = 8110, and X, = §90.909080...) the call is worth about $20.95 and the
put is worth about $9.56. That is, the call is worth more than twice what
the put is worth, even though the call and put have the same probability of
ending up in the money. This premium in the value of the call is driven by
the product of the upside payoffs (in the long right tail of the distribution of
S{T}, and their probability of occurring.

Second, suppose that the interest rate is zero, r == (. Then, using the same
numbers again, the risk-neutral probability that the call finishes in-the-money
is about 33.0%, and the risk-neutral probability that the put finishes in the
money is about 52.4%. Even though the put is much more likely to finish in-
the-money, the call is worth about $16.10 and the put is worth about $14.63
(the call is worth exactly 10% more that the put;%? this exact result is only
approximate if we use X, = 90}.

My two special cases show that if we were to look only at the probability of
finishing in-the-money, we would be misled. It is the {(discounted) product
of probabilities and payoffs that defermine value, and in this case the right-
skewed distribution of final stock price gives the call the higher price.

Answer 2.52: The value of the derivative, V', must satisfy the Black-Scholes PDE
(Wilmott et al. [1993]):

av 12231/ Y%
T 8882+SBS

These derivatives are just the theta (0}, gamma (I}, and delta (A}, respec-
tively, so we rewrite the PDE as

rV =0

e + %025% +78A — 1V =10

81Can you show that when r = éa?, Xe=8x{1+f} and X, = S/{1+ f), for some scaiing
factor f > 0, we get that d5 = —d5“'7 It then follows that the call and put with these strikes
have the same probability of finishing in-the-money.

%2Can you manipulate the Black-Scholes formula to show that in the case r = 0, (S(f), X, =
K) = £p(§,X, = S?/K)? That is, if § = 100, X, = 118, and X, = 10,000/110 = 90.909090,
then ¢ = 1.1 = p.
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The last two terms may be written as r(SA — V'), and they offset to some
extent. The entire PDE adds to zero, so that leaves © + «%02821“ taking
a value close to zere. This means that © and [ are typically going to be of
opposite signs. Not only that, but their magnitudes are going to be correlated.
For example, if © is large and negative then I' is probably large and positive
{e.g., an at-the-money call close to maturity has these properties).

There are two exceptions amongst plain vanilla puts and calls. These were
mentioned on p. 112: © can be positive for a deep in-the-money European
call (if the dividend yield is high enough}, and © can also be positive for a
deep in-the-money European put. As long as these options are not so deep
in-the-money that they have zero I, then they can have both positive 8 and
positive T,

Answer 2.53: If you said you have an 80% chance of getting $20, and a 20%
chance of getting nothing, giving an expected payoff of $16, which you then
discount at zero to get an answer of $18 for the call value, you are wrong! Sure
enotgh, the call does have an expected payoff of $16 in the real world, but the
discount rate is not zero. The discount rate is some leveraged version of the
discount rate on the stock, and you do not have that information. Try again,
then come back here for the answer below.

We do not know the discount rate on the stock. We do not know the discount
rate on the opiion. We must use risk-neutral valuation. The risk-neutral
probability n* of an up move in the stock satisfies

§ = AU [r*Su 4 (1~ 1*)8d],
that is, $100 = #*$130 + (1 — #*)$70,

where r is the riskless rate {zero here), u is the multiplicative “up” growth
factor in the stock (1.30 here), and d is the multiplicative “down” growth
factor in the stock (0.70 here). See Crack (2014a) or you favorite option
pricing book for deeper details of binomial/lattice pricing. Simple algebra
vields #* = 0.50. The value of the call is then

¢ = e "B 2" max(0,Su —~ X)+ (1 —7*) max(0,5d — X)]
1-[0.50 - ($130 — $110) + 0.50 - (30)] = $10.

Story: 1. Man wore jogging suit to interview for position as financial vice
president. 2. Interrupted to phone his therapist for advice on answering
specific interview questions.

Interview Horror Stories from Recruiters
Reprinted by kind permission of MBA Style Magazine
©1996-2014 MBA Style Magazine, www.mbastyle.com

©2014 Timothy Faleon Crack i65 All Rights Reserved Worldwide



APPENDIX B. DERIVATIVES ANSWERS

Answer 2.54: The product call pricing formula is so simpie that you could simply
say “here is the answer, it looks like regular dividend-adjusted Black-Scholes
but you replace S{t) by the product §;{(¢) x S2{1), and you replace ¢ by
o =+/ot + g% + 2poi0y where p is the instantaneous correlation between the
Wiener processes {i.e., Brownian motions) driving S; and Sy, and of course
the answer is symmetric in S:, 52, and their associated ‘dividend yields'.”
However, the derivation is very instructive in risk-neutral pricing, PDE’s, and
similarity solutions, and I cannot find it in my books so I think it belongs here.

One application of the product call is to the pricing of foreign equity options
struck in a domestic currency (Haug [2007, pp. 226-228]). For example, a US
investor has the right to buy one share of NTT corporation stock {trading in
Tokyo at JPY price Sy}, but the call option strike price is in USD.%3 In this
case, the payoff is max[S;(T) x Sa(T) — X, 0], where 8 is the 35 USD exchange
rate, Sy is the JPY price of NTT per share, and T is the explratlozz date.

Make the following definitions:

Ush
Sit) = 5y (0
JPY
Sty = ———f
2(t) Share or NI )
rirs = US riskless interest rate
rsp = Japanese riskless interest rate

NTT's continuous dividend yield

g
dS) = riSidt + o15dw,
dSs = roSadt + o353dun

oy = Volatility of d$;/5, process
o = Volatility of dS2/5; process
71 = Drift of d5,/5; process
rg = Driff of dS3/5; process
pdt = E[(dw ) (dwy)] = instantanecus correlation
X = USD-denominated strike price

So, what exactly are r; and ry in a risk-neutral world? The answer de-
pends upon whether we look from a US or a Japanese perspective (Hull {1997,
p. 301]). We shall use the US perspective. For S from the US perspective, the
risk-neutral process has ry = ryyg—ryp. For Ss from the Japanese perspective,
ro = ryp—¢, but from the US perspective, ry = rjp—gq+{—p)- 0102, where —p
is the instanianeous correlation between the Wiener processes driving the two
JPY-denominated processes Sz(t) and $5% #rzr5 (t). This correlation is the negative

53Please note that this is not a quanto option. Quantos are currency translated options, and so is
this, but a quanto takes the JPY price of the foreign security and simply replaces the JPY symbol
with a USD symbot when calculating the payoff (Haug [2007, p. 228; Hull [1967, p. 208]; Wilmott
[1998, p. 155}). The JPY security payoff is said to be “gquanteed” inte USD,

©2014 Timothy Faleun Crack 166 Al Righte Reserved Worldwide



of that between the Wiener processes driving Sp{t} and S1{t) = —é%%m {Hull
[1997, p. 301]). Thus, the risk-neutral drifts from the US perspective are

ry =rys —ryp, and ro = ryp — q — poioy,

but we shall continue to work with r;, and r2, and then plug these in at the
end. From our stochastic calculus training we know that as long as dynamic
replication is possible, then de-trended prices of traded assets are martingales
in the risk-neutral economy (Huang [1992]; Crack [2014a, Section 4.4]). A
bulet-point review is called for before proceeding.

o RISK —~ NEUTRAL PRICING REVIEW »

® The technical requirement for dynamic replication to be possible is described
nicely in Jarrow and Rudd (1983). Essentially, it requires that for very
small time horizons the value of the derivative and the value of the un-
derlying({s} be perfectly linearly correlated. A diffusion or a simple jump
process satisfies this, but if the underlying stock price follows a jump-
diffusion process {regardless of whether the jump size is deterministic,
stochastic, diversifiable, or non-diversifiable}, then a replicating portfolio
cannot be formed, and the no-arbitrage pricing method fails {Cox and
Rubinstein [1985, chapter 7}; Merton [1992]).

If dynamic replication is possible, then by no-arbitrage the value of the
derivative equals the start-up cost of a replicating portfolio.

If the replication recipe is known (perhaps via an equilibrium CAPM pricing
approach as in the original Black and Scholes [1973] paper), then no two
economic agents can disagree on the correct arbitrage-free price of the
derivative. Thus, regardless of what we assume about the preferences of
the agents in the economy, the pricing of the derivative will be the same.

o We ease our calculations substantially by proceeding as if the agents in the
economy are risk-neutral.’® That is, although they see the risk, they
ignore it completely.

[ ]

People in a risk-neutral economy care only about expected return. In equi-
librium all traded assets must offer the same expected return {or investors
would still be shorting low-yield securities to invest in high-yield ones and
we would not yet be in equilibrium). Existence of a goverament-backed
fixed-rate riskless asset means that the riskless rate is the equilibrium
required return on all securities in this hypothetical world.

{f risk is not priced by agents in the economy, then traded security prices
{including derivatives} are simply discounted expected payoffs where dis-
counting uses the riskless rate, and all traded security prices are assumed

Important: We are not assuming anyone is really risk-neutral. It is simply that options prices
are imumine to assumptions about rigk preferences, and this proves to be a very helpful assumption.
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to drift upwards at the riskless rate {less any dividend yield, of course—
so that total yield is the riskless rate). If risk were priced, then discount
rates would need to be risk adjusted, perhaps via the CAPM {Arnold,
Crack and Schwartz (2009, 2010]).

e Let B(t) = €™ denote the price of a riskless money market instrument
(1.e., you invest $1 at time 0, and it grows at riskless rate r). Then B(t)
drifts upward at the riskless rate. The money market account serves as
a benchmark for performance in both the real and risk-neutral worlds.
It seems natural to express other asset prices in terms of units of this
asset.5% That is, instead of looking at security price P(t}, look at %%.

o With B(t) drifting upward at the riskless rate, and P{l) expected to drift
upward at the same rate in equilibrium in the risk-neutral world, it follows
that g;% is expected to have no drift. That is, for any At > 0,

. [P(t + At) 'P{t)] P(t}

B(t+ A8 | Bl | T B

where £* denotes expectation in the risk-neutral world.

e Let PI(t) = %’%= then the previous result says that for any At > 0,
Eﬂwu+ankwﬂ=Pmy

That is, the best guess of where P! will be in the future {(in the risk-neutral
world) is where it is today. This is akin to the efficient markets hypothesis.
A random variable with this property is called a “martingale.”

o When we assume that traded securities’ prices have required returns equal
to the riskless rate in the risk-neutral world, we are really just redis-
tributing the probabilities we associate with possible final security price
outcomes.®® However, some things stay the same. For example, if a stock
price outcome occurs with probability 0 in the real world, then it still
occurs with probability O in the risk-neutral world {thus, the range of pos-
sible outcomes does not change, only their probability of occurrence; and
the transformation of probabilities moves the expected return on IBM,
say, from 12% per annum to whatever the T-bill yield happens to be}.
Similarly, if a stock price outcome occurs with probability 1 in the real
world, then it still oceurs with probability 1 in the risk-neutral world.

s In probability theory, a mathematical function that allocates probability
weight to ouicomes in the sample space is called 2 “measure.” Two

55 1'his is referred to as a change of *numeraire.” A numeraire is a base unit of measurement.
This is similar to changing units of measurement from USD to GBP, say, except that here we choose
a USD-denominated money market account instead of GBP.

% Note the word “traded” here. A futures price, for example, is not the price of a traded asset,
80 its drift need not be r.

#2014 Timothy Falton Urack 168 All Highte Reserved Worldwide



measures that reassign probabilities to outcomes without changing the
range of possible outcomes (as above) are called “equivalent measures.”®’

» Thus, in the risk-neuntral world, we reallocate probabilities in an equiva-
lent manner {i.e., same range of possible outcomes}, and the price of any
traded asset—when “de-trended” by the money market account—follows
a martingale. The probability measure {i.e., allocation of probabilities to
outcomes) in the risk-neutral world is thus called an “equivalent martin-
gale measure.” You see this expression in the more advanced literature.

s Two natural derivative pricing methods fall out of all of the above. The
first uses discounted expected payoffs, the second uses PDE’s.

¢ First Method (Cox and Ross [1976]): The martingale property applied to
de-trended derivative price V (i.e.,, VI = V/B = Ve ™) implies

vie = B Vi) [vie]
= V(t)e™ = E* [V T V()]
= V{t) = e "T-UE V(D) V()]

I derive Black-Scholes in Crack [2014a] using precisely this approach:
discounted expected payoff in a risk-neutral world.
s Second Method (Harrison and Kreps [1979]): Let V be the derivative price

we seek, then the martingale property applied to de-trended V (ie., Vi =
V/B = Ve~™) implies that dV' has no time trend (i.e., no drift). We
can apply Ité’s Lemma to V' to calculate

dV' = [time trend]dt + Z[diifusion coefficients);dw,

1

where dw; is the i*® Brownian motion driving the underlyings. If V is a
function of S{t) and ¢ only, and dS{t) = rSdt + o Sdw then

dvi(s@t),t) = d[V(S(t),t)e
It (ngs + Vidt + %Vss(dS)Q) et
—rVe Tidt
= (%Vssazsz + VerS + Vi — ?‘V) e Tt

+VgoSe ™ dw,

where (dw - dw) = dt, (dt - dw) = 0 and (dt - dt}) = 0 (Merton [1992,
p. 122-123)).

57 he relationship between the two measures is captured by the Radon-Nikodym derivative, See
Baxter and Rennie {1998, p. 65) for simple intuition, Musiela and Rutkowski {1992, pp. 114, 121)
for the advanced mathematics, and Arnold, Crack and Schwartz (2010) for an application,
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s However, VI = Ve " is a martingale in the risk-neutral world by construc-
tion, so there is no drift term. Thus, we deduce that

%V5802S2 + Ver§ + V, —rV = 0.
Given the boundary conditions, we may solve this {Black-Scholes) PDE to

find the option value V{S(f),t). Different processes for dS yield different
PDEs. We now value the product call.

o END OF RISK — NEUTRAL PRICING REVIEW »

Story: 1. Ssid he wasn't interested because the position paid too much.
2. While 1 was on a long-distance phone cail, the applicant took out a copy
of Penthouse, and looked through the photos only, stopping longest at the
centerfold.

Interview Horror Stories from Recruiters
Reprinted by kind permission of MBA Style Magazine
©1596-2014 MBA Styie Magazine, www.nbastyle.con

The time-t value of the Furopean-style product call expiring at time-T is
simply its discounted expected payoff in a risk-neutral world:

V(8:1(t), Salt), t) = e 0T~ E*fmax[S (£)S(t) — XS]},

where E* denotes expectation taken with respect to the risk-neutral proba-
bility measure from the US perspective, and §}; is the time-t information set.
We could work this out directly (it would be a double integral with respect to
the two Brownian motions}, but let us instead use the PDE approach.

Given the nature of the product call, I am going to guess that the solution is
a function of only two variables, not three: V{5:,52,1) = cH{n,t} for some
constant & and 7 = §) - 52 (see analogous guess in Wilmott {1998, p. 155]}.
I will need %o use 1i0’s Lemma soon so I will now work out all the partial
derivatives for the change of variables:

a  omo 0

a5, aSam Tom

o _ Mmoo o9

88, ~— 8% o7 lon

:éaﬂ- == Szﬁ{"im gﬁ

a8? a8 o2 on?

A B %ﬁm‘g?i

8sz = T'8%apr T Tlay

& 0 on & J . ?
5505 ~ o0 Bson o o

@2014 Timothy Falcon Crack 170 All Rights Reserved Worldwide



and g; is unchanged.

From our risk-neutral pricing review, we know Ve 705! is a martingale in the
risk-neutral world, so it has no time trend. We need only find the coefficient
of dt in d[Ve~"Vs"] and equate it to zero. There are two Brownian motions, so
we need the two dimensional 1t6’s Lemma (Merton [1992, p. 122]; Hull 1997,
p. 304]), and d[Ve 7VSt] is itself a geometric Brownian motion {GBM):

d{Ve~TUs
= —rygVe TVt 4 eTUS Y

IO . ye-rustgs s e—ust x ( %‘:dt N %d& + g;;dsz
+ ;%%%(dsl)ﬂ Zis‘:( 4 + 5o (45, ds))
e TUSst x {[“TUSV + = id + gg} ri8 + g;;?‘232
+ éfgﬁ ISt + ;gs‘; o355 + 52235 pa ‘“25132} at
+ [68;/ o15dwy + %@Sgdwg] } , which is a GBM,

where we used the earlier definitions of dSy, dSy, and so on. We now take
the time tread coefficient of df, equate it to zero, use the change of variables
V{8, 89,t) = kH(n, t), where n = 8,85, and drop the common terms e~ 0Sx:

1
_?'USH + Hy + '.'“152521‘;,? -+ TgSzSgH,? 4 “U%SQ.S‘%H,?.Q

Now collect terms and use 5 — 515;:
1
Hy+ nHy(r1 + re + poyog) + 5(0? + 0k 4+ 2p0102)17P Hyyy —~ rysH = 0

Now plug in ry = ryg — ryp and rp = rjp — ¢ — po1gs, and let o =
\/of +0§ + 2pc1643 1o deduce

i
Hy +nHp(rus —q) + 50'2172}1,3,, —ruysH =0.

This PDE is the regular Black-Scholes PDE with continuous dividends and
special volatility o’. Recalling our definition of 7, we get a “similarity solution”
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by using what we already know about the Black-Scholes solution to this PDE:
ety = S1({1)S(t)e *TUN(d)) — e "vsTYXN(d,), where
In (~~~~-3~~~~§~-<)~5‘“XS2 ! ) + (rus—q+ %0’2)(?“ —1)

d1 ;
T —t

d2 - dz—O”VT“t, and

o' = \/ 0} + 0% + 2po102

Reassuringly, this is identical to equation (5.35} in Haug {2007, p. 227).

Advice: As an interviewer, I find telephone interviews difficult. Body
language and nuances of voice are lost. Be sure to use a landline not
a mobile/cell, hold the speaker close to your mouth, and speek a bit
louder than usual

Answer 2.55: An Asian option is an average rate option. The underlying is a
time series average of prices. Changes in average prices are much less volatile
than changes in consecutive prices. Other things being equal, this lower volatil-
ity makes Asian options less expensive than plain vanilla options.

Answer 2.56: If the riskless rate is positive, and there are no dividends, early
exercise is not optimal for an American-style call, and the European and Amer-
ican call have the same value. If the riskless rate is zero, then there is no in-
centive for early exercise of an American-style put. In this case, the European
and American put have the same value.

Of course, that’s little consolation to you if you are short an American-style
option, a retail investor decides to exercise non-optimally, and you are as-
signed.

Answer 2.57: The one thing to watch out for here is that there are (N +1} terms
in the summation in both cases.
In the case of a recombining tree the answer is 1 +2+3+4+ - -+ N+{(N+1) =
Ef‘:{lz = www (using the answer to Question 1.3 but with (¥ + 1) in
place of n).
In the case of the non-recombining tree, there are 20 + 21 + 22 4 ... 4 2V —
Zfio 28 = 2¥*1 1 nodes. There is a simple trick to get this last result
if you cannot recall it. Let § = ﬁ_“{} 2¢, then multiply both sides by 2:
28 = Efgi 2. The RHS is just §—1+2¥*!, 50 you have 28 = § -1+ 2V+1,
and you can solve directly for §.
Just out of interest, let me mention that this question came from a big name
investment bank, and the candidate who answered it got both answers wrong.
He did not realize it af the time and was not told he was wrong by the inter-
viewer. A simple manual check of the formula compared to a diagram in the
case N = 1 or N = 2 would have been enough %o show him he was wrong!
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Answer 2.58: The derivatives will give more leverage than the stock, sc you
should use a derivative. If vou can only go long, then buying a call option
is expensive because you are paying for the embedded downside protection of
a put option via put-call parity type arguments (see Crack {2014a, Section
3.6]). With non-stochastic interest rates, the forward and futures prices are
the same (Cox and Rubinstein [1985, p. 62]). It comes down to a question
of margin/collateral. If the forward contract requires no collateral, and the
futures contract requires a margin deposit, then the forward coniract will
provide more “bang for your buck.”

Answer 2.59: I think the interviewer wants a directional answer only and an
explanation. So, if you are peeking here for advice, then go away and figure
out only whether the call price should rise or fall.

Most stocks have positive betas, and the call option {as a leveraged investment
in the stock) will therefore have a very large positive beta and a high positive
expected return. For example, suppose a $50 stock has a beta of 8 = 1.10.
Then an at-the-money six-month European call option on the stock {assume
r = (.05, o = 0.30) has a beta of 8, = 6.719837 under Black-Scholes assump-
tions.%® This is an “instantaneous beta” because as soon as the stock price
changes, the degree of leverage in the call changes and the call’s beta changes
{but it will still be higher than the stock’s beta}. So, the expected return on
the option is positive and tomorrow's expected price is higher than today's.

See also the answer to the next question where I take this one step further and
use Itd's Lemma to derive an approximate numerical answer for the specific
numerical exampie given above,

Answer 2.60: Now, how do we reconcile Answer 2.59 {(call price expected to rise)
with negative theta (i.e., time decay)? An option’s theta is the sensitivity of
the option price to the passage of time holding all else constant. You cannot
look at this in isolation because all else is not held constant over the next
24 hours. To reconcile the positive expected return on the option with the
negative theta, we need a formula that uses a total differential.

1f we were working with deterministic functions, we would simply write

e e
de = &.d: + ggds = Odt + AdS. (1)

We could then talk about how delta is positive (ie., A = g—% > 0} and how
the expected value of dS is positive {because stock price is expected to rise

on average} and how this outweighs the negative time decay term (i.e., the
negative theta: © = ac < 0} and so on. This is, however, quite wrong here!

S8 The relationship is 8. = 185, where 0 = M = % is the elasticity of the call price
with respect to the stock price (Cox and Rubmstem {1985, p. 190]). In this example we have
c = 4.817438, § = 30, and N{d,} = A = {1.58858%.
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Continuing with the numerical ai-the-money call example from Answer 2.59,
on the stock with beta 1.10, and using a 10% expected return for a CAPM
Market portfolio {see notes at the end of this section), I have the following num-
bers: © = —5.357262, dt = 5k, A = 0.588589, E(dS) = 0.013679 (see notes
at end of this question). So, AE{dS) =~ $0.008051, but Odt = —$0.014677, so
the total differential above (i.e., equation (f)) would give E{dc) = —$0.006626
which contradicts that fact that the expected return on the call is positive.

What is missing is that the total differential above (i.e., equation (1}) applies
only to deterministic functions. The call price is stochastic, driven by the
stochastic 5. We cannot use the stated total differential because it has a term
missing! We need Ité’s Lemma:

de de 1 6% g
de = é?dt ~f ﬁdS’ -+ ég{dS)

= Odt+ AdS + %I“(dS)Q,

Fe

where I' = £=. Continuing the numerical example above, we have I' =
0.036681, and E[{dS)?] ~ $0.617039 (see notes at end of this question), so

then we get

E{de) = edwaz(dsném [(d5)?]

= (m5.357262 . 5%-5) + (0.588589 - 0.013679)

+ (% - 0.036681 - (}.617039)

= ~(L014677 + 0.008051 + 0.011317
$0.004691.

This is roughly a 10 bps increase in value from ¢ = $4.817438. That is. the
time decay contributes a negative component {o the expected change in the
call price, but the expected values of the stochastic terms contribute positive
values that more than offset the time decay.

We can now continue our answer to Question 2.59 and assert that for this
particular example, It6’s Lemma implies that ¢ = $4.817438 today and E{c+
dt} = 4.817438 + 0.004691 = 4.822129 tomorrow.

In simple terms, the contributions to the expected change in call price are:
a negative term for the time decay, a positive term for the cail’s delta and
the positive expected return on the stock, and a positive return for the call’s
gamma and the volatility of the stock.

Notes for readers who want more details: My numerical example is
given to make the analysis concrete and to show relative magnitudes; I have
given many decimal places so you can reproduce it. No interviewer expects
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this sort of detail. The numerical example uses df = gég but this infinitesimal
notation is not strictly correct for a non-infinitesimal time step. The same
can be said of using the notation dS and dc for non-infinitesimal moves in the
stock and call prices, respectively. | am simply going to ignore this loose use
of notation and continue. If you are not happy with that then you are not
ready to interview with a finance firm. I gave numbers for E{dS) and E[{(dS)?]
without saying where they came from. Here are the minimum details: If g
is expected return on the stock such that E[S(t + dt)] = S(t)e*?, then in a
Black-Scholes world we may write (loosely) S{t + dt} = S(t)e(““%"z}d”"‘/a‘e,
where € ~ A(0,1). In this case, dS = S(t + dt} — S{t}, and we can use the
properties of normal and lognormal distributions (see Question 4.26) to deduce
that E(dS) = S(t)(e" — 1) and E[(dS)?] = S2(t)(eXnt307)dt _ gendt 1 1),
You can also reproduce the value of E(dc) almost exactly by using the CAPM
information in the answer. Note however that the F{dc) number implied by
the CAPM will match the E{dc) value calculated using I[té's Lemma only in
the limit as dt — 0.5 If you want to use the CAPM then you should use
what approximates an instantaneous CAPM {a CAPM defined only over the
time step dt). I used dt = 3=, r = 0.05, Bf = "% — 1, rps = In(1 + 0.10),
E(RM) = erM‘dt“L 18 simple = Rf+ﬁS(E(RM)“Rf)s B = “jl“f ln(l"{'"#s,simple)s
B,=A-S-8s/c, He sitmple ™ Rf‘f‘ﬁc(E(RM) —Rf), E(dc)capu = C* e, simple-

59 Fhis is because the CAPM relationship between 8. and s given in Footnote 68 is only true in

an instantaneous CAPM, and this helds only for an infiritesimal time step. 1f1 look at the ratio of
the E(dc) from the CAPM argument to that from the [t8's Lemma argument, 1 get 97.6508% for
dt = 10/365, 99.7603% for dt = 1/365, 99.9760% for dt = 0.1/365, 99.9976% for df = 0.01/385,
and 99.9998% for di = 0.001/365.
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Appendix C

Other Financial Economics
Answers

This appendix contains answers to the questions posed in Chapter 3.

Answer 3.1: This is a very old problem, and a common interview question. The
probability that the Hrst head occurs on toss & is (%)k; this event carries
with it a payoff of $2¥. The contribution of toss k to the expected payoff is
thus (%)k x $2F = §1. This is the same for each k. The expected payoff to
the game as a whole is the summation over all k of these payoffs. This is
$1 + 81 + 81+ --- = $oc. The expected payoff to the game is infinite!

This is called the “St. Petersburg Game.” The fact that the expected payoff
to the game is infinite, and that no one in his or her right mind would pay
more than a few hundred dollars to play, is why it is sometimes called the “St.
Petersburg Paradox.” There are several ways that you can think about this
sensibly.

One way is to note that “value” is not the same thing as “expected payoff”;!
value equals utility of expected payoff. Most people cannot distinguish between
very large amounts of money.? This means that $2°° is not worth twice $249,
However, these very large amounts are counted in exactly this way when cal-
culating expected payoff to the game as a whole. If you think that $2¢ = $25°
(essentially} for all £ > 50, then the expected payoff to the game is finite:

H 1 1

50
$50 + $2° x (ﬁ+zﬁ+2—5§+...)=$51

A spread could be quoted around this, maybe ($10, $200). How much would
you pay your customer to play? How much would you charge your customer?

It is important to note that the Weak Law of Large Numbers fails if the expectation is not
finite {FeHer [1968, pp. 251]).

“Bernoulli ([1738}; [1954]) suggests that utility of payoffs should depend upon how wealthy you
are. For a practitioner’s view of utility, see Kritzman {1992a).
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A second way to think about this is in terms of default risk.? We need to
quote the bid (what we pay) and the ask (what the customer pays). For the
bid, it is the customer’s default risk we need to worry about. Let us assume
a wealthy customer who defaults above one million dollars. In this case, the
customer defaults after (about) 20 tosses. Assuming the investment bank is
of large scale, a payoff from the customer hetween two dollars and one million
dollars is of relatively small size. The investinent bank takes such bets every
day, and this one is uncorrelaied with all the others. At this level, we could
argue that the investment bank is risk-neutral and so the bid is exactly $20
with no risk premium.

For the ask, it is the company that risks bankruptcy and default. Let us
assume that the company files for bankruptcy after losing one billion dollars
(on the order of magnitude of Barings, and Metallgesellschaft)-—approximately
$239  The expected value of the game to the customer is thus about $30—
the bank defaults after 30 tosses. However, your career and the holdings of
all the shareholders can be destroyed by this bet, so you had better add a
considerable risk premium. You might want to go all the way up to $200 and
quote a bid-ask of ($20, $200)—it depends upon your degree of risk aversion,

Each of these two solutions uses a truncation method. Another related way to
think about this is in terms of feasibility. If it does take more than 50 tosses
to get a head, then the payoff is not feasible because $2% is more dollars than
there are atoms in the universe, and whoever sold the ticket to the game is—by
the laws of physics—unable to pay. See also Feller {1968, pp. 251-253).

Answer 3.2: This is a frequent question. Assuming continuously compounded
returns follow an arithinetic Brownian motion {(see Crack [2014a]}. variance of
returns grows linearly with the compounding period. This is becaunse consec-
utive returns in a random walk are independent, and the variance of a sum
of independent random variables is just the sumn of the variances. This means
that the four-year 0? equals four times the one-year o?. It follows that the
four-year o is two times the one-year ¢. The answer is, therefore, 20%. See
also Qluestion 2.18.

Answer 3.3: This is a very common term-structure question. You should be able
to do this in your head almost instantly. Think of it this way: the rate over
the first five years and the rate over the second five years must average out
to give the rate over the full 10 years. That is, the average of 10% and the
unknown forward rate must give 15%. The unknown must be 20%. To work
it out quickly, note that the unknown (20%) is as far above the average (15%)
as the known {10%) is below it.

In fact, if you work it out exactly, the forward rate is

101 #
[%Ef}i%%:l — 1 =20.227%.

¥ thank Olivier Ledo# for suggesting this solution technique; any errors are misne.
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You are making a “first-order” approximation when you do the simple av-
eraging, but you end up quite close. For a practitioner’s viewpoint on the
term-structure of interest rates, take a look at Kritzman {1993b).

Answer 3.4: There are many different types of bond yield. The “yield” on a bond
is usually the “internal rate of return” or “yield-to-maturity” or “promised
yield"; it is what you earn if you hold the bond to maturity assuming a con-
stant reinvestment rafe. In practice, given thai reinvesimeni rates can vary
significantly from your initial promised yield, your actual return can be higher
or lower.

The “rate of return” on a bond is the internal rate of return of the realized
cash flows to the bond-holder including reinvestment. If the bond is sold before
maturity, the (realized) rate of return can be positive or negative.

Suppose you buy a bond promising 5%, but interest rates rise dramatically
soon after your purchase. If you then sell the bond, you record a capital loss
and a negative rate of refurn. However, if you hold the bond to maturity, you
get your promised 5% plus a bit more because of higher reinvestment rates on
the coupons.

Answer 3.5: Chaos theory came out of MIT in the early 1960's. Professor Ed-
ward N. Lorenz {Professor Emeritus in the department of Earth, Atmospheric
and Planetary Science from 1987 until his death in early 2008} discovered that
computer-simulated nonlinear mathematical equations describing the evolu-
tion of weather patterns are very sensitive to the starting values of the variables
(Lorenz [1963]).4

This “sensitive dependence on initial conditions” is the first of three charac-
teristics most often associated with chaos theory. The second characteristic is
that the nonlinear systems describing chaotic systems are non-random. That
is, they are “deterministic,” not “stochastic.” However, the output of the
(often very simple nonlinear) systems can appear quite random. The third
characteristic is “self-similarity”: the physical system looks similar at differ-
ent levels of magnification. It is self-similarity that gives rise to the “fractals”
that you may have seen elsewhere. Fractals are often associated with the
mathematician Benoit Mandelbrot {(who died aged 85 in 2010 while a Profes-
sor Emeritus of Mathematics at Yale).

There are several different definitions of “chaos” in the literature, These defi-
nitions are beyond the scope of this book. See Brock et al. (1991, pp. 8-17) for
further details. For a low-level broad introduction to chaos, see Gleick {1987}.

Can you use chaos theory in finance? This was a hot topic in the late 1980’s
and early 1990°s. Many academic economics and finance papers were written

*I hag the pleasure of sttending some Independent Activities Period {TAP} classes taught by
Prof. Lorenz at MI'T in 1994/1995. He reminded me a little of a slim Dave Thomas {you know, the
Wendy’s guy). Although in his late seventies he seemed younger and very good-natured. Lorenz
died in 2008 aged 90.
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on the subject. The few that made any sense found nothing reliable. The
others were written by ignorant people who jumped on the bandwagon; they
should never have published their empty papers.

After reading more than 150 journal articles and half a dozen books on chaos
theory and writing a 100-page Masters-level thesis on chaos theory applied to
financial economics and publishing one paper in the Journal of Finance, | am
quite pessimistic. My co-author and I hypothesized considerable discreteness-
induced bias in the popular “BDS test” for chaos in equity data {Crack and
Ledoit {1996]}. Our hypothesis has now been confirmed (Kramer and Runde
[1997]).

If you want to predict stock returns, I recommend that you use neural nets
or some other nonlinear technique. In my opinion, any predictability that you
can discern with chaos theory {(e.g., “nearest neighbor” prediction techniques)
is better investigated using the other nonlinear techniques available to you.
Give it up—chaos theory is great in the physical sciences, but it is a lost cause
in finance.

Answer 3.6: Look at Table C.1 on p. 188. The slope of the price-yield curve
is "fﬁgﬁpﬁ where D is Macaulay duration, P is bond price, and r is yield.
Changing slope {i.e., curvature} is driven almost entirely by changing P, be-
cause Macaulay duration, D, changes very little with changing yield, r (Crack
and Nawalkha [2001]). D does, however, fall slowly with rising yield for a stan-
dard bond with coupons, and this does contribute marginally to curvature.

Note that curvature (i.e., changing slope) of the plot does not always imply that
the Macaulay duration of a bond is changing {Crack and Nawalkha [2001])!
This is a common misconception {if is easy to misconstrue this in Fabozzi and
Fabozzi [1995, pp. 97-98]). For example, consider a zero-coupon bond with
ten years to maturity. The plot of bond value versus bond yield is downward
sloping with curvature. Whatever the yield, however, the bond's duration is
ten years because it is a ten-year zero

A mathematical explanation of the convexity: you know that the curve slopes
downward, it goes to a vertical asymptote at yield -1 and a horizontal asymp-
tote at yield infinity. You know that the curve must be smooth because the
pricing relationship is simple and well-behaved. The only way to get a well-
behaved smooth curve in this situation is to have it be convex.

Answer 3.7: This question is an interesting intersection of theory and empirical
reality. The question is not necessarily well-posed, but you should do your
best to answer it. I give what I think is the best answer possible.

If the empirical security market line {SML.) is wholly above the theoretical one,
this means that stocks are under-priced relative to the CAPM. I propose two
possible causes: First, maybe there is only one risk factor (the Market}, but
market participants require higher compensation per unit of beta-risk than
suggested by the CAPM: second, maybe there is more than one risk factor,
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and market participants require compensation for factors not mentioned by
the CAPM. Conversely, if the empirical SMI, is wholly below the theoretical
one, then stocks are overpriced relative to the CAPM. In this case, market
participants do not require as much compensation per unit of beta-risk as
theory suggests.

I think the best answer is to say that the CAPM does not account for all
priced risk factors. It is likely, however, that beta is priced. It follows that
stocks require a premium over and above that suggested by CAPM, and you
could think of this as an empirical SML plotting above the theoretical one.
For more on factor models and estimation, see Kritzman {1993a}.

There have been several papers pronouncing the CAPM either dead or alive
{Wallace [1980]; Fama and French [1992]; Black [1993]; Fama and French
[1896]). For a friendly introduction to the CAPM, see Mullins (1992). Fergu-
son and Shockley {2003) show that even if the traditional single-factor CAPM
holds, ase of an equity-only proxy for the World Market Portfolio of Risky As-
sets leads to an errors-in-variables mis-estimation of CAPM betas, This error
in turn means that variables related to leverage will help to explain returns
because they serve as instruments for the missing beta risk. The upshot of all
this is that many empirical anomalies we see are in fact consistent with the
single-beta CAPM.

You should note that there are some theoretical problems with both the ques-
tion and my answer. It is quite difficult (if not impossible} to get either of
the empirical SMI.’s mentioned. This is not because the CAPM is “correct,”
or because there is only one risk factor. Rather, it is because there is a very
tight mathematical relationship between betas and returns (Sharpe [1964];
Roll [1977a)). You would certainly need that the market proxy is not mean-
variance efficient to get the plots suggested. It is probably not sufficient to
simply assume that there are risk factors not accounted for by the CAPM. Go
with the answer above, but realize that there is more here than meets the eye.

Answer 3.8: This question is very similar to Question 3.3 {and is just as com-
mon}. You should be able to do it in your head almost instantly. If you cannot,
then go back and try Question 3.3 again before reading on.

The rate over the first vear and the rate over the second year must average out
to give the rate over the full two years. That is, the average of 7.15% and the
unknown forward rate must give 7.60%. The unknown rate must be around
8.05% (remember, it is as far above 7.60% as 7.15% is below 7.60%).

In fact, if you work it out exactly, the forward rate is

[(1.0760)2

You are making a “first-order” approximation when doing the simple averag-
ing, and the answer is quite accurate,
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Answer 3.9: This is introductory finance theory; it uses no-arbitrage and not
much more. Assume for the sake of simplicity that interest rates are consiant
at r per unit time, today is time ¢, and the forward contract matures at time
T. The forward price, F{¢,T), is related to the spot price, S(t), as follows:

F(t,T) = S{t)e™ Tt > §(1)
The discount bond sells at a forward premium because of no-arbitrage.

The coupon bond is a different story. If you assume a continuous coupon of
p per unit time, then the forward price, F(§,T), is related to the spot price,
S(t), as follows:

F(t,T) = §(t)e'"=PHT-8 < 5(1),

where the inequality follows because we were told that r < p. The coupon
bond sells at a forward discount because of no-arbitrage.

For a practitioner’s view on futures, forwards, and hedging, see Kritzman
(1993c¢).

Answer 3.10: This is a classic question, and a very good test of your dexterity
with elementary finance theory. If you have not yet figured it out, and you
are peeking at the answers for a hint, I strongly recommend that you go back
to the question and try again; read no further. if you are stili reading, here is
a hint: think about your investment horizon, and an immunization strategy.
Now go back and try again.

Your investment horizon is very short. You want to profit from the change
in the relationship between short- and long-term rates. However, you want
to protect vourself from the level of the vield curve. That is, you want your
position to be insensitive to parallel shifts in the yield curve, but positively
sensitive to a steepening. This suggests that you should go short long-term
debt, go long short-term debt, and match both the duration and price of the
positions {i.e., use very low coupon short-term debt and very high coupon
long-term debt).’

You may think of this as a “zero-duration” portfolio (to match your horizon}.
However, in just the same way that a zero net investment stock portfolio has no
well-defined beta but can stil! be market-neutral, a zero net investment bond
portfolic has no well-defined duration but can still be insensitive to parallel
shifts in the yield curve.

Traders tell me that this strategy originated with the Salomon Bond arbitrage
{“bond-arb™} group. However, it is now so well known that profits may be
slim.

For more on “Yield Curve Strategies,” see the excellent papers by Jones (1991)

and Litterman and Scheinkman (1991}. Jones describes the statistical rela-
tionship between changes in level, slope, and curvature of the yield curve.

SH you cannot match durations of the positions, you can mateh on the product of duration x
price. However, this will no longer be a zero net investment strategy.
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Answer 3.11: For a standard bond, the Macaulay duration (Macaulay [1938]) is
just the weighted-average term-to-maturity of the bond:

T xC T &
Ztml il+r;§ — (T++)?
"'—"%*""““'"Ef“*“" — E Wi X t, where W = W,
a=1 (1+4r}* t=1 §==1 (14v}s

D

il

and C; are the cash flows (both coupon and principal). The weights w; are
applied to the timing of the bond’s cash flows. Each weight is equal to the
present value of the particular cash flow as a proportion of the fotal value
of the bond. It follows that the duration of a zero-coupon bond equals its
term-to-maturity—because the weight of the final cash flow is unity (i.e., +1).
Duration is measured in units of time, as is the term-to-maturity.®

Duration is a measure of how sensitive a bond’s price is to changes in interest
rates, Duration is related to, but differs from, the slope of the plot of bond
price versus yield-to-maturity.

I find the following construction to be an instructive way of understanding
how duration works.” Suppose that you have a lability due in the future
and that you buy a bond now with the intention of using the bond {and
its accumulated coupons) to meet the liability (the maturity of the bond is
assumed to be greater than or equal to the maturity of the liability). Suppose
that the present value of the bond is identical to the present value of the
Hability. Suppose that you open a bank account that earns the market interest
rate (the yield-to-maturity of the bond). You deposit all cash in-flows from
the bond in the bank account and let them compound through time (with no
taxes or transaction costs). When your liability falls due, you sell your bond
and close your bank account. Call the proceeds of the bond sale together with
your final bank balance the “Terminal Value.”

Can you meet your liability with the Terminal Value? Well, there are two
risks involved. A fall in interest rates immediately after you purchase the
bend pushes up the price at which you are able to sell your bond. However, a
fall in interest rates also decreases your final bank balance because you earn
less interest on the coupons. The opposite obtains with a rise in interest rates,
That is, higher interest rates decrease the price at which you can sell the bond,
but your closing bank balance is higher because you earn more interest on the
coupons. These two risks are known as price risk and coupon reinvestment
rate risk, respectively.

$Duration is usually measured in years, but this is not essential. If the dummy variable £ in the
formula counis half-years {so I" = 20 for a 10-year bond), then a 10-vear zero will have duration
20 (half-years). The only reason I mention this is that when valuing semi-annual bonds, you de
sometimes count in half-years, and this can lead to confusion in the duration calculation. Obviously
20 half-years is the same as 10 years,

1 have never seen this construction using an artificial bank aceount in the literature. Kritzman
(2003, Chapter 7} comes close to this explanation when he gives some elementary insights into
duration and convexity.
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Price risk and coupon reinvestment rate risk have opposite influences on the
Terminal Value, The Terminal Value differs depending upon which influence is
strongest. It can be proved that if your liability falls due before the weighted-
average term-to-maturity of your bond, the price risk has the stronger influ-
ence on Terminal Value. If your liability falls due after the weighted-average
term-to-maturity of your bond, the coupon reinvestment rate risk has the
stronger influence on Terminal Value. H your liability falls due precisely at
the weighted-average term-to-maturity of the boand, the Terminal Value is rel-
atively insensitive to an immediate change in interest rates.

By definition, the weighted-average term-to-maturity of the bond is just its
Macaulay duration. This means that if you know when your liability falls due,
vou should provide for it by purchasing bonds with a duration equal to your
investment horizon. You are “immunized” against a change in interest rates
if the duration of your bond portfolio equals your investment horizon.?

I must emphasize that the bank account/Terminal Value construction is an
artificial one. The fact that you must rebalance your position as time passes
{in order to remain immunized) means that you cannot stick with the same
bond until the liability is due. Indeed, the only bond that you can hold unti
the liability falls due {while remaining immunized) is a zero-coupon bond with
maturity equal to the maturity of the liability; and in this case, the absence
of coupons removes the need for the bank account in the construction.

Thus, the bank account/Terminal Value construction tells you how sensitive
the Terminal Value is to an immediate parallel shift in the term-structure; for it
is only in the immediate future that your chosen bond portfolio is immunized.
This means that: if you can, open a bank account that pays the yield-to-
maturity on your bond, purchase a coupon bond with duration and present
value the same as those of the liability, and deposit all coupons in the bank
account until the liability falls due-then, if there is one and only one paralle
shock to the flat term-structure of interest rates between now and your liability
falling due and if that single shift in interest rates occurs immediately, the
Terminal Value will meet your liability. If anything else happens, you may be
in trouble.

Other things being equal, duration increases with increasing term-to-maturity.?

Other things being equal, duration decreases with increasing coupons (larger
cash flows early on decrease the proportional importance of the repayment of
principal at maturity}.

SPlease note that an initial immunized position protects you from exactly one parallel shock to
a flat term-structure. You are no longer immunized after a shock has hit. You get your planned
future value only if ne more shocks hit. You must re-balance after each shock to stay iramunized.
In fact, to stay immunized, you must rebalance even if no shocks hit. ‘This is because changes in
bond duration are not generally in lock-step with the passage of time. "[hus, your horizon and your
bond’s duration decrease at different speeds, and you become non-immunized.

$Deeply discounted coupon bonds (bonds paying coupons far below current market rates) can
be an exception (Fisher and Weil {1971, lable 4, p. 418]).
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Compared to duration, convexity is a higher-order measure of sensitivity of
beond price to interest rates. Convexity measures the rate at which the sen-
sitivity of bond price to interest rates changes with changing interest rates.’®
Convexity is related to, but differs from, the rate of change of slope of the
plot of bond price versus yield-to-maturity. See the summary in Table C.1.
For a practitioner's view of Macaulay duration and convexity, see Kritzman
(1992b).1

How do the definitions of duration and convexity arise? Suppose the price of
a bond, P, is expanded in terms of yield-to-maturity, 7, using a second-order
Taylor series (that is, one that stops at the quadratic term):1?

3P{r)
op
Plr + Ar) — P(r) ~ ;) Ar + 2 x (Ar)?

Letting AP = P(r + Ar) — P{r}, use P{r Z: y W to find that!?

N“Arztxct (Ar)? th(t+1 ) x Cy
~ (1+7) 2*(1~}~f:r=2 d+rf

where

is the standard Macaulay duration, and

tx {t+ 1) x G
1+r)2f’z {1+ )t

Y¥Strictly speaking, this is not true. See Crack and Nawalkha (2001} for details,

" he standard Macaulay duration is a relatively simple concept. People on The Street expect
you to know that they use more complex tools. For example, the standard Macaulay duration can
be generalized to allow for immunization against parallel shifts in yield curves that are not flat.
This generalization was originally proposed by Macaulay (1938), but was made popular by Fisher
and Weil {1871). An even more sophisticated measure of duration is presented by Cox, Ingersoll,
and Hoss (1979). Duration measures for bonds with embedded options are also important (Mehran
and Homaifar [1993}).

Note that this is similar to expressing the change in the price of a call option {given a change
in the level of the underlying) in terms of the “delta” and the “gamma.” The delta is the rate of
change of call price with respect to underlying, and the garnma measures the “convexity” of call
price with respect to underlying.

13 ap(r T 8« txC P
1 used the resuit 254 = ¥°T BT = TiY Lyt Tri+r and an analogous result for -—é—;§9~

C
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is a measure of curvature, or “convexity,” in the plot of bond price versus yield-
to-maturity. Other things (i.e., duration and price} being equal, C increases
with increasing coupons. Even a zero-coupon bond has positive convexity
(because C) = Cy = --» = Cp_; =0, but Cp = FACE > ().

{n addition to immaunization, duration and convexity enable you to estimate
the impact on bond price of a change in interest rates. A “first-order” estimate
uses duration; a “second-order” estimate uses duration and convexity. Higher-
order approximations are more accurate.

Take a 20-year bond paying an annual coupon of 7%. Assume a face value of
$1,000. Assume that the term-structure is fiat at 10%. The price of the bond
is $744.59 under these assumptions.

1f the entire term-structure rises by one percentage point {i.e., 0.01}, what
is the new price of the bond? This can be estimated using the equation we
derived previously:t?

AP —Ar (Ar)?
— D
T A TR
The Macaulay duration of this bond is calculated as 10.0018 years, the convex-
ity C can be calculated as 130.04676, Ar = +0.01, 7 = 0.10, and P = $744.59,
thus:
—AT (Ar)?
P
Tl X P
0.01 (0.01)?
2

AP Cx P

——— x 10 x $744.59 + x 130.04676 x $744.59

1.10
= —$67.69+ 54.84

~$62.85

Thus, P{r + Ar) = P 4+ AP = $744.59 — $62.85 = $681.74. Direct evaluation
gives the answer as $681.47 {the estimate is 27 cents too high and would have
been out by roughly 85 if not for the convexity term).

If the entire term-structure falls by one percentage point {i.e., 0.01}, the change
in bond price is estimated as follows:

o 2
AP ~ 2 pxps B oyp
+ 7 !
+0.01 (0.01)2

= Ti0 x 10 x $744.59 + — x 130.04676 x $744.59

= -+867.69 + $4.84
= +8§72.53

Note that the term IET that multiplies ~Ar is often called the “modified duration,” fre-

quently denoted D°. [If follows that the first-order approximation using modified duration is
AP~ —ArDTP.
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Thus, P(r + Ar) ~ P+ AP = §744.59 + $72.53 = $817.12. Direct evaluation
gives the answer as $817.43 {the estimate is 31 cents too low and would have
been out by roughly $5 if not for the convexity term).'>

Note that the “27 cents too high” and the “31 cents too low” in the above
examples can be reduced to pennies (at least) by using a third term in the
expansion—a measure of rate of change of convexity with respect to yield.
Mehran and Homaifar {1993) refer to this third term as “velocity.” Thus,
they represent change in bond price as a function of duration, convexity, and
velocity——see Mehran and Homaifar (1993) for more details.'®

For a standard bond, Macaulay duration 0 = %s Zg;xl Z%%y may be writien
in a closed-form formula {i.e., no summation term}. With coupons C; = C, a

constant, for t = 1,2,..., T —~ 1, and Cr = C + F, where F is face value, the
standard Macaulay duration of the bond may be written as follows:

14 {G+n)+T [$~7]}

b r S+t —1)+r

, where r#0

The proof of this result uses the standard closed-form formula for an anpuity
and, although not difficult, may be a little tedious—a similar type of expression
exists for convexity.

Finally, let me exorcise a myth. Most of the foregoing is predicated on parallel
shifts in yield carves. Other things (i.e., price and duration) being equal, the
higher the convexity of a bond, the better off you are if there is a parallel
shift (up or down} in a yield curve: hence the myth that you should pay for
convexity.l” In reality, these shifts are anything but parallel (Jones [1991);
Litterman and Scheinkman [1991]}. Other things (i.e., price and duration)
being equal, if the yield curve steepens, additional convexity will probably
hurt you, Whether additional convexity helps or hurts depends upon the
bonds you consider, and the “twist” in the yield curve that occurs. Crack and
Nawalkha {2000) derive simple expressions that allow bond portfolio managers
to capture the combined effects of term-structure height, slope and curvature

YWhy am [ estimating the change in bond price when direct evaluation gives the exact answer?
For purposes of demonstration, it is convenient to be able to show you exactly how the duration
and convexity measures work and where the approximations break down. This simple example
is a good way to do that. In a real world situation, you might know the current value of your
bond portfolio and its duration and convexity. It may be easier {and much faster) to estimate how
your portfolio changes in value with changes in interest rates—using current value, duration, and
convexity—than it is to directly evaluale each bond individually.

¥ Peaple on The Street tell me that duration messures sccounting for embedded options are
important. Mehran and Homaifar {1993) discuss duration and convexity for bonds with embedded
options. Before locking at Mehran and Homaifar (1993}, be sure that both your mathematics and
finance are up to scratch. They have the ideas correct, but their notation is contrary to conventional
symbolic mathematics.

7'Phis win-win situation is not kosher. A model that allows only parallel shifts in the yield curve
freely admits arbitrage opportunities: match on price and duration and go long high convexity and
shert low convexity (Lacey and Nawalkha {1993]}.
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Table C.1: Duration/Convexity Summary

The bond pays Cy for t = 1, ..., 7T, and has discretely compounded annual yield r.

Bend Price P=30  Cl+r)t
_ar
Dro= g
T gy tkE} ,
Modified Duration = dedm G (,:I:+ ) = (pif} E"Jfli twy,
where wy = W & YL we=1
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Y where w, = SO & 7 wo=1
g
¢ B

}:fz; t{t41) C[(1+f)—(t+2)
P

Bond Convexity ) -
= T D,

where w, = W & 3T w=1l
Slope of Price-Yield SLOPE= 4 = -D'P = —525P
Curve
Curvature of Price- CURVATURE = &£f = CP
Yield Curve
Tavlor Series HP = %—?(Ar) + %%;;(Ar)g = —D"P(Or) + 1CP(Or)?

Note: In the table, DD is Macaulay duration, D* is modified du-
ration, P is bond price, and C is convexity. Try proving that
%%: = {D*)? ~ €. Many of these relationships simplify sub-
stantially when we use continuously compounded yields {e.g., D
and D* are identical using continuously compounded yields y, so
%g = P? ~ (, which in turn equals zero if the bond is a pure
discount bond (Crack and Nawalkha [2001])}.

shifts on duration, convexity, and higher-order bond risk measures. See Kahn
and Lochoff (1990) and Lacey and Nawalkha (1993} for empirical evidence.

Answer 3.12: From empirical investigations, it is known that stock returns do
net have constant variance through time and that periods of high (low) volatil-
ity tend to follow periods of high (low) volatility (Fama [1965]; Akgiray [1989}).
The GARCH model attempts to capture this empirical fact.

Suppose you estimate a simple linear model like ry = o 4+ Bitme + u4 (return
on stock 1 at time ¢ is & constant plus a constant tirnes return on the market
plus a residual}. If you do not take account of changes in the variance of uy
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through time, you can draw faulty statistical inferences about o; and 3;. Note
that the standard ordinary least squares (OLS) regression does not account
for changing variance. In remedying this problem, the GARCH estimation
capiures a portion of stock price behaviour that might otherwise be interpreted
as non-normality and might lead to faulty inferences.

The GARCH model is a generalization of the ARCH mode] first presented in
Engle (1982).!% The formal GARCH(1,1) model for the residuals of a market
model of stock returns is'®

i

Tt &+ Bitr + Ui
Uitifi t—1 ™~ N(Or h:‘t)
it ~oi + '}‘liu?t—i + y2ihi ¢t

The residuals, u;;, may be assumed to be independently distributed across
stocks 1. The market return, vy, 15 assumed common to all stocks., Fj 3
is the mformation set relative to stock ¢ available just prior to date ¢; F; ¢
contains w; -1, h;1-1 and all past returns on stock i. Note that conditional
normality is not required for the GARCH model (Bollerslev [1987]}.

The GARCH model estimation differs from a straightforward ordinary least
squares {OLS) estimation; you do not have a nice closed-form expression for &;
or ;. In the GARCH estimation, you typically run OLS to get an initial guess
for a; and 3. Then you adjust guesses of the v;;'s, a; and 3; until you obtain
what seem to be the most likely parameter estimates. This is 2 “maximum
likelihood estimation” technique.?’

Answer 3.13: The question does not specify whether you hold T-bonds or cor-
porate bonds. In the case of a T-bond holding, you can reduce your exposure
(i.e., hedge) by shorting T-bond futures contracts. Each Chicago Board of
Trade (CBOT) T-bond contract covers a face value of $100,000 of T-bonds. If
the duration of your bond is the same as the duration of the cheapest-to-deliver
(CTD) T-bond, then you short w = 500 contracts.?! If the duration of

100,000
vour bond is different from the duration of the CTD T-bond, then you adjust
for durations: go short %?— X %‘%’% = %f; x 500 contracts, where Dpg is

the duration of your bonds, and Dg is the duration of the CTI) T-bond.

¥ The review paper by Bera and Higgins {1993) is the best overview of ARCH and GARCH
models that [ have seen. Following this, you meight look at Bera et al. (1988) as an introduction to
ARCH, and also as an introduction to Engle {1982). For an introduction to statistical models for
financial market volatility, see Engle {1993) and his references. For a higher-level review of ARCH
medelling in finance, see Bollerslev et al. (1992}, For a concise overview of the broad econometric
peculiarities of the ARCH(1} model, see Hendry (1986},

If you remove the term kg ;.1 from the second moment of the GARCH(1,1) model, you get the
ARCH(1) model.

MgGee Berndt et al. {1974) for details on a good maximum likelihood estimation technique. See
Bollerslev (1986) and Greene (1993} for more on the GARCH model.

2t¥or more details on the CTD bond, see Hull {1997, pp. 92-93); for details on duration-based
hedging, see Hull {1997, pp. 102-104).
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Note that you could hedge by shorting Eurodollar futures {the underlying is
the interest rate on a three-month $1 million Evrodollar deposit}. However,
the short end of the yield curve does not move with the long end. It, there-
fore, makes sense to use a hedging instrument whose underlying interest has
maturity as close as possible to the portfolic to be hedged.

If you hold corporate bonds, then you can still hedge using T-bond futures
{Kuberek and Pefley, 1983; Edwards and Ma, 1992, p. 343), but changes in
defanlt risk premia will move the price of your corporate bond with little or no
effect on the T-bond futures. This is really an example of cross hedging. You
can get the hedging ratio by regressing say, monthly, price changes of your
corporate bond on monthly price changes of the near-mounth T-bond futures.
If the coefficient were 3, then you would replace the ratio of durations with 3,
to get 8 x % =  x 500 contracts.??

Answer 3.14: “Brady bonds” are sovereign bonds issued by developing countries
in exchange for previously rescheduled bank loans. They are either “Par”
boands or “Discount” bonds. The former were issued at the par value of the
loans but carry a below-market interes{ rate; the latter were issued at a dis-
count from the face value of the former loans but carry a (floating) market
interest rate. About a quarter of the market value of Brady bonds is collat-
eralized by US Treasury issues. The size of this collateralization means that
Brady bonds are sensitive to changes in US interest rates. In fact, something
like a quarter of the variation in price movements of Brady bonds is {statis-
tically} explained by moves in US Treasuries (sometimes with a lag of one
day). Mexico has retired all its Brady bonds, but the arguments apply more
generally, so 1 kept the question.?

Let us assume that the yield on the Brady bond increases by 25 bps {i.e., one
quarter of the US Treasury yield change). If we assume that the duration of
the Brady bond is about 15 years, that the bond is trading at around par of
$1,000, and that the Mexican yield curve is flat at around 8%, then the price
response would be {denoting yield by y)

Ay

(1+y)
0.0025
e ]
5 x $1,000 x 08

(.0025
= -$15,000 x

1.08
$37.50

AP = -—-DP

22Ff you regress changes in corporate yields on changes in ‘I'-bond yields, Lo get coefficient Sy,
you would replace the prev?oas ratio of durations %‘% by %:-f % fy % %ﬁ;’}}— b W contracts,
where yr and yg are the yields on the 1-bonds and corporate bonds, respectively.

2371his summary benefited from an unpublished research report prepared for Merrill Lynch by a

group of my former students from when { was a teaching assistant at MI'T".
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With these assumptions, my guess is that the Brady bond price goes down by
about three or four percentage points.

Answer 3.15: This question is similar to Question 3.10. The zero-coupon cor-
porate bond has the same duration as longer-term coupon-bearing treasuries.
You should short the corporate boad and buy treasuries that have the same
duration and value as the corporate bond. By matching on duration and value,
you create a zero-pet investment portfolio that reaps profits.

Of course, you could just trade the treasuries, going long long-term bonds and
short short-term bonds.

Answer 3.16: First of all, the 5/10 time span is not relevant. The same resul{
holds for a 1/2-year time span. That is, if the one-year interest rate is 10%,
and two-year interest rate is 15%, then the forward rate for the second year
is close to, but strictly greater than, 20%. Second, the order of the rates is
not important. That is, if the two-year rate is 15%, and the forward rate for
the second year is 10%, then the one-year rate is close to, but strictly greater
than, 20%. Third, the result holds for effective {i.e., simple} interest rates
but does not hold for continuously compounded interest rates (for which the
approximation is exact).

The argument relies upon the way in which the interest on your interest accu-
mulates. If you are offered 10% for the first year and 20% for the second vear,
you will not do as well as if you are offered the average (15%) for two years.
Although the interest on the principal is the same in both cases {and equal to
30%), the interest on the interest is not the same {15% of 15% equals 2.25%
and exceeds 20% of 10%, which is only 2%). To avoid arbitrage, the “plug”
rate has to exceed 20%. That was the “plain English” approach.

The result can be proved using math. Let R; and Rz be two different interest
rates, then

Ry + Ry
2

2
1
) — R\Ry = Z{R% + 2R\ Ry + R% — 4R\ Rp)
1
= Z(R% — 2R\ Ry + Rj)

= i{Rl sz):Z > (.

It foliows that (E"g—‘w{z)2 > Ry Ry. This means that the interest on the interest
is better at the average rate than at the product of rates—as stated above.

The result may also be writéen as (g%-—&) > /R H3. This is a special case of
a more general result that an arithmetic average exceeds a geometric average.
This result is true beyond the case n = 2 and can be extended to encompass
harmonic averages also. Let A, G, and H denote the arithmetic, geometric,
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and harmonic averages of the positive numbers z,, z3, ..., x, as follows:
n
1 Ty Tzt + Ty
,,4 = - Z:.T:{ = s
n 4 n
t=1
¢ = YllL,a = Yriza...2y, and
n n
"= N ST S
t==] g ri Ty R

Then the following resuit holds {Spiegel [1968]):%
Az G 2> H,
and the inequalities are equalities only in the special case where

FlL =Tz = = T

Answer 3.17: If the one-year rate is 12%, and the two-year rate is 18%, then the
forward rate for the second year is 24% to a first-order approximation (it is
exactly 24% if these are continuously compounded rates). Let us assume this
is 12% per half-year in the second year. Then your discounted expected payoff
to the game is approximately

1 1 $7 $3.50
(5 X _32) + ('2” X (1.12)(1.12)) ~ 8

= —$1+—
= §1.80.

If you can play repeatedly, then you are risk-neutral, and you would pay
anything up to about $1.80 to play this game. If you can play only once, then
you might argue that the amount is so small you are still risk-neutral. If you
multiply everything by a factor of one million, then you’ll need to add a risk
premium to the discount rates, and you will not pay as much to play.®®

Story: 1. Anmnounced she hadn’t had lunch and proceeded to eat a ham-
burger and french fries in the interviewer’s office. 2. Without saying a word,
candidate stood up and walked out during the middle of the interview.

Interview Horror Stories from Recruiters
Reprinted by ldnd permission of MBA Style Magazine
©1996-2014 MBA Style Magazine, www . nbastyle.com

2400 help you remember the ranking A > G > M, note that it is the same as the ranking of the
letters A, G, and H in the Latin alphabet,

B Fhe risk premium as a function of the size of the bet is discussed by Tversky and Kahneman
{1981) and Kahneman and 'Fversky {1982). Fversky and Kahneman (i974) is an earlier article you
might kike to read before reading these two.
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Answer 3.18: No one wants o trade with the informed (i.e., insider) trader
because you almost always lose to someone who is better informed than you
are {Glosten and Milgrom [1985]}. The identity of the informed trader has not
been announced. This means that eny trade couid be a losing trade. Traders
will, therefore, be reluctant to trade. This leads directly to decreased trading
volume.

Here is another way to look at it. Uncertainty over the identity of the in-
formed trader means that traders widen their bid-ask spreads to compensate
{on average) for any potentijal losses. Wider bid-ask spreads is one component
of a decrease in liquidity, and it is usually associated with a decreased volume
of trade {Chordia and Subrahmanyam [1995]).

Answer 3.19:  The very first thing I check {see the next question!) is whether
p = %ﬂc(% Finding that it is not (because this ratio is 2/3 here and
p = 0.50}, we proceed as follows.

Let o = 0.20, 69 = 0.30, and p = 0.50 be the standard deviations and
correlation, respectively. Let w be the weight put into Stock 1. The portfolio
variance is just 02 = w?0? + (1 — w)?0? + 2w(l — w)oyogp. Differentiate this
with respect to w to get

2
%cf: = Qwo? — 21 —w)od + 2{1 — w)o102p — 2voro2p
= 2fw(o} + 0% — 20109p) — 0% + 0102p).

- . Jalde—F . - - -
This is zero when w = .7.%&!.2....1.82..‘ In our particular case this ratio is w =

01—1—0'2—29162,0

308 = 0.8571... and this gives o = 0.1964.

It is good practice to check the second order condition: %z‘w’;« = 2(0} + 0f ~
20102p) = 0.14 > 0, s0 it is a minimum.

Answer 3.20: In the previous question I said that the very first thing I check

is whether p = o192} 1t was not in that question, but it is in this one
p max\ &y .03

(i.e, ﬁ»g% = {1.50}, so the approach is different.

I have never seen it written down in a book, but it is well known that there
are several cases for p in the two-asset portfolio (these can each be deduced
from the first order condition in Answer 3.19):

¢ p = —1: then w = 7%, and o = 0. This is the case of perfect negative

correlation and a zero-risk portfolio. No shorting is required.

o -1 < pc< %ﬁ% then w = —2292=918)  this does not involve short

of tof—2o1o2p
selling, and variance reductiorn occurs below that of either asset. This is

the case in Question 3.19.

¢ p= %%%%: then all money goes into the lowest volatility asset to min-
imize volatility (so w = 1 if o7 < 09, and w = 0 if g9 < 0o1), and
o = min{oq, 09},
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minle1,02) o 5 < 1: then w = —2%2221PL . this does involve short selling,

maxi o, &2 o405 201090
and variance reduction occurs below that of either asset.

s p=1: then w = =%, and the high volatility asset is shorted to over-invest

in the low volatility asset, and the optimum is a zero-risk portfolic.

This question is for the middle case above, and we should put all our money
into the low volatility asset. Unlike the previous question, yo1 just have to
remember the ratio of the standard deviations (only one ratio is feasible for
the standard deviations because the reciprocal ratio would be bigger than 1),
and if the correlation equals the feasible ratio then all money goes into the low
volatility asset. The interviewer is irying to find out whether you know this
result.

Story: A reader sent me the following e-mail: “...1 bought your book...
..} just opened it to the first problem and was somewhat taken back by
your solution. If you worked ocut the math, you would know that your
answer is wrong. If vou do not want to work out the math, then you could
qualitatively grasp the mistake like so: ... ...Of course, to be gquantitatively

quants that will be turned away for being smart. Sincerely, YT.”

Like many an overconfident quant, YT jumped into the math without
thinking about the problem. Just as a pickpocket bumps you from the left
while his accomplice takes money out of your right pocket, many of these
questions are set up o distract you. You must be hard wired to ignore the
superficial “pickpocket answer” and home in on the deeper response that is
required.

I sent YT a tactful e-mail telling him politely why he was mistaken
and why no math was needed. I even gave him a chalienge quant guestion to
solve $o save face, but he did not respond. 1 think that his failure to respond
was because he was unable to handle any criticism or admit his mistake
{that would be consistent with his condescending e-maii). This is not what
employers are looking for! Suppose an interviewer pushes you so hard or so
far that you supply the wrong answer to a guant question. If the interviewer
points out your mistake {and they do not always) then you should behave
like a team member who is happy to accept constructive criticism. Do
not get defensive, do not supply any BS; just take it and roll with the punches.
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Appendix D

Statistics Answers

This appendix contains answers to the questions posed in Chapter 4.

Answer 4.1:

Imagine the surface f(z,y} = x -y plotied above the unit square.

We need to find the area of that part of the domain where f(x, y} = z-y > 1/2.
1f we project this down onto the z-y space, we need only find the area within
the unit square above the isovalue curve = -y = 1/2. That is, we need the
area within the unit square that is above y = 1/(2z).

A quick sketch shows that this area is only in the right half of the unit square.
So, our answer is one half less the area below y = 1/(2z) for £ >= 1/2. The

answer is given as follows.

P =

Bl = BIP— BI
;
m—
[l L]
ot [
s L)

b
&1
]
—
&

Answer 4.2: This sort of guestion is common. Begin by calculating the expected
payoff to the game. This is given by the summation over the product of
potential outcomes times their probability of occurrence:

(£ x81) + (§ x82)+ (§ x 83} + {3 x 84) + (3 x $5) + (g x $6) = $3.50

If you are selling tickets to repeated plays of this game, you are effectively
risk-neutral.! This means you should charge the expected payoff ($3.50} plus

"I'his is an application of the “Weak Law of Large Numbers." The law says, essentially, that
if you independently draw repeated observations from the same random distribution, then for very
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a margin for profit. You choose how wide to make the margin—it depends on
your overhead, monopoly power, greed, and so on. You cannot charge $6.00
or above, since no one will play. If the game is to be played only once, then
you are risk-averse. You should charge the expected value, plus your profit
margin, plus a risk premium. The risk premium depends upon how risk-averse
you are.

Story: One of my students was told “Take vour jacket off —it's going to get
hot in here.”

Answer 4.3: T give an elegant answer first, and then a hammer-and-tongs solu-
tion that could be useful for variations of the game.

FIRST SOLUTION

The original game is stated as “You toss five coins and [ toss four coins. You
win iIf you get strictly more heads.” This game is isomorphic to an analytically
simpler game.? “You toss four coins and I toss four coins. Whomever gets the
most heads wins immediately. If we are tied, however, then you toss one more
coin to decide the outcome.” By observation, both stages of this second game
are completely symmetric. So, we each have a probability one half of winning.

SECOND SOLUTION

A simple sketch of the joint density of our outcomes, and an appeal to sym-
metry, gives the answer as 1/2 without any calculation. 1 derive the answer
graphically, with more details than you need.

The key to this more complex solution is to recognize that when p = 1/2,
the binomial density B{N, p) that counts the number of heads of either player
is symmetric, and that two people tossing coins independently of each other
means that the joint density is just the product of the marginals.®

To make the intuition clear, I will consider first the simpler case where you toss
only two coins and I toss only one. I give all the fine details to make it clear,
which may be useful in variations of the game, but in fact, no calculation is
needed. Each toss is a Bernoulli trial with probability of success (i.e., a head)
equal to 1/2. The tosses are independent, so the count of heads Y that you get

is distributed binomial: fy{(y}=P(Y =y} = (’:)pqu‘y, where N = 2,p = 4,

g=1-p=14 So. fr(y) = () (3)° ()" = () ()" Similarly, with X as

many drawings, the sample mean is very close to the population mean (DeGroet {1983, p. 229-231]).
in other words, after many repeated plays of the game, the ticket seller can be sure that his average
payout per game is very close to the expected payout per game. Because all that matters is the
expected payout, not the variance of payouts, the ticket seller is effectively risk-neutral. Similarly,
casinos are effectively risk-neutral. With repeated plays, and odds slightly in the Favor of “the
house,” the casino expects to be the winner for sure in the long run.

2] thank Tommaso Sechi for suggesting this elegant approach,

$The binomial distribution B(N,p) has skewness ﬁf;—q and kurtosis 3 - % + W%E; these go to
zero and three, respectively, as N — oo (i.e., the distribution converges to normality). See Evans
et al. {1993) for more details.
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Table D.1: Binomial Joint Density: Two Tosses versus One Toss

Y [fyr(y)]
Ixv(myy | 03] | 103] | 2[4]
0 4] 8
)
13 :
8
Y is the number of heads in two tosses of a fair coin. X Is the number of heads
in one toss of a fair coin. The binomial marginal densities fx{x) and fy{y)
are shown in square brackets. The tosses are all independent. So, the binomial

joint desnsity fxy (x,y) is the product of the marginals. The sum of the shaded
cells is P{Y > X} = 1/2.

——y

—
spon =

X [fx(x)]

@I | oty

1
B
1
3

e | Bifee

the number of heads in one toss of & fair coin, P(X =z} = fx(x) = ( } (%)1 .
The marginals are thus given by

I y=0
5 z=0,
=X 3 y=1 and  fx{z) =
1 P
T x =1
1 - D
hoy=2,

The random variables Y and X are statistically independent of each other,
so the joint density is just the product of the marginals P(X = 2,Y = ) =
Fxy(z,y) = fx{x} fr{y} as shown in Table D.1. Simple visual inspection
of Table ID.1 shows that in the simple case of two and one tosses, we get
P{Y > X) = 1/2 (i.e., the sum of the shaded cells).

Although I gave the formal calculation of the marginal and joint densities in
this simplified case, this calculation is not needed. The two marginal Binomial
distributions shown in square brackets in Table D.1 are symmetric because
p = 1/2. With both marginals symmetric, it must be that the sum of the
joint probabilities in the shaded cells and the sum of the joint probabilities in
the un-shaded cells are the same. The two sums must add to one, so the sum
of the shaded cells must be P(Y > X) = 1/2.

Table D.2 shows an analogous table for the case of you tossing five coins and
me tossing four coins. Again, I have given all the details of the marginal and
joint densities, but in fact, no numbers are required to do the calculation. I
have given them only to fill in the fine details to back up the answer.
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Table D.2: Binomial Joint Density: Five Tosses versus Four Tosses

Y [fy ()]

1 5 0 {18 5 i
Ixviz,y) | Ol5] | 1] 12[s8] | 3[33] | 4[] | 5[]

0 [&] 1 s 1 10 | a0 | s 1
16 52 B2 EiZ 512 Ei2 BiZ

1 [4] 4 | 20 | a 40 | 2 4
16 512 512 hl2 512 al2 512

[&] 6 30 60 60 30 [¢]

X x| 2[&] 5 | %3 | s;m | sz | E3 | s
3 [4] 4 | 20 | 4 | 40 20 4
16 512 512 h12 512 512 512
4[] TR T BT BT B
16 512 512 12 512 512 512

Y is the number of heads in five tosses of a fair cein. X is the number of heads in
four tosses of a fair coin. The binomial marginal densities fx{(x) = (}) (%)4 and
friy) = (i) (%)5 are shown in square brackets. The tosses are all independent.
So, the binomial joint density fxv(x,y) is the product of the marginals. The
symmetrical marginals mean that the joint density is symmetric in all respects.
If you take a pair of scissors and cut out the shaded cells as a single inverted
staircase, then rotate that through 180 degrees, the contents perfectly match
the contents of the un-shaded cells. So, by symmetry, P{(Y > X) = 1/2.

Story: 1. Late one winter's evening at MIT {1994 I think}, I was helping
Nobel Prize winner Franco Modigiiani operate our photocopier. We somehow
got onto the topic of the Crash of 1987 and he said “Yes, that is when [ made
all my money.” He said he had been watching the market and, thinking it
overvalued, he had bought out-of-the-money index puts (presumably S&P500
index options at that time}. He said he made a bundle. He had tried it several
times since then without success.

2. At my office doorway another time, Modigliani told me that when pro-
nouncing his name I should “drop the ‘g’—it’s the mark of a true Italian”—
and that is how he pronousnced it. Modigliani died in 2003 aged 85.

Answer 4.4: Another die-rolling question; they are very popular. You want to
get as many dollars as possible. You let me roll once and look at which
number comes up. You must compare this number to the possible payoffs
on the remaining two rolls. If it seems likely that you can do better by not
stopping the game, then you proceed, otherwise you stop me.?

You must work backwards to deduce the best strategy. This is analogous
to pricing an American-style option using a tree method. So, suppose that

4 thank Bingjian Ni for suggesting the solution technique; any errors are mine.
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you have seen the second roll and are trying to decide whether to ask for a
third. You must compare the outcorne of the second roll to the distribution of
possible outcomes on the third roll:

Table D.3: Distribution of Payoff to Third Roll of a Die

Maximum Payoff 21 $2 $3 $4 85 $6
Probability % % i % 1 3

The expected value of the distribution in Table D.3 is $3.50; the variance is
$2.92: the standard deviation is $1.71. If you see a 4 or higher on the second
roll, you might stop the game because you probably wiil not do better. If you
get a 3 or lower, you might continue because you expect to do better.

Now, stepping backwards again, suppose that you have just seen the first roll.
You must decide whether to ask for a second roli {(which may lead to a third).
You must compare the outcome of the first roll to the distribution of possible
outcomes if you proceed to a second (and possibly third} roll.

If you ask for the second roll, there is one-half a chance that it yields a 1, 2,
or 3, and one-half a chance that it yields a 4, 5, or 6. Using the argument
above, in the first case (1, 2, or 3 on roll two) you proceed to a third roll;
in the second case (4, 5, or 6 on roll 2) you do not proceed. There is thus
one-half & chance that you proceed to a third roll {expected value $3.50 from
Table 1.3}, and one-half a chance that you stop the game at roll two (expected
value W). It follows that the expected value of asking for a second roil

is
1 1 $4+ 85+ 86
(~2~ X $3.5{}) + [5 X (W)] = $4.25.

Thus, you would ask for a second roll only if you get a 1, 2, 3, or 4 on roli one.
If you have a b or 6 on roll one, you should stop the game.

In simple terms, then, the strategy is to stop the game at roll number one if
a 5 or 6 appears (probability 3), otherwise continue (probability %-) If you
continue, stop the game at roll number two if a 4, 5, or 6 appears, otherwise
continue.

Please note that my argument involving expected payoffs assumes that you
are risk-neutral; your stopping rule might use lower acceptable payoffs if you
are risk-averse, or higher payoffs if you are risk-loving.5

The overall expected value of the game may now be calculated.

2 1 $5 + 36 $14
Value = (§ X $4.25) + [§ X ( 5 )] =y N $4.67.

*In addition, you should question my treatment of discreteness. For example, although you

1 4

cannot roll a “3%" or a “47," I use these as cutoff points when deciding whether $o preceed or not.
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If you are charging entry to repeated plays of this game, you are effectively
risk-neutral.® You charge the expected value ($4.67) plus a commission. You
add a risk premium to the ticket price if there is only one or a few plays of the
game; the more plays, the lower the risk premium. You would never charge
more than six dollars becanse the player can never earn more than six doliars.

In the amended game (where I roll the die three times and pay you the max-
imum number of the three rolls), you need the distribution of the maximum
payoff to three rolls of a die; this distribution is given in Table D.4.7

Table D.4: Distribution of Maximum Payoff in Three Roils of a Die

Maximum Payoff $1 $2 83 $4 $5 §6

s 1 i 19 3t 51 a1
Probability FTE FTE 316 16 T6 218

The mean of the distribution of the maximum payoff from three rolls of the die
is $-1§{1£%1~ = $4.96; the variance is $§é~g§% == $1.31; and the standard deviation is
$1.14 (ali calculated using information in Table D.4}. You should, therefore,
charge a ticket price of $4.96 plus some profit margin for repeated plays. Again,

you cannot charge more than six dollars because no one will play the game.

The second game is more expensive than the first game {$4.96 > $4.67) because
it strictly dominates it. That is, the payoff to the second game is never less
than, and often exceeds, the payoff to the first game. This is because the
second game guarantees the maximum of three rolls without risk, but the first
game does not.

Answer 4.5: The correlation is still p. Adding a constant or muitiplying by a
constant has no impact on the correlation. Go back to first principals and
write out correlation as the ratio of covariance to the product of standard
deviations. Adding a constant to X has no effect on either the numerator
or denominator. Muliiplying X by five multiplies both the numerator and
denominator by five.

Answer 4.6: This has been a very popular question. Assume that neither of you
peek into your envelopes. Assume that you have $X in your envelope, where
$X has a fifty-fifty chance of being either $m or $2m. This means that your
opponent’s envelope has a fifty-ffty chance of containing $2X or $~;~X . The

®This is the “Weak Law of Large Numbers” again. See Footnote i (on p. 195) and DeGroot
{1989, p. 229-231).

"Can you use elementary statistics to prove that this probability distribution is described by
Prob{ Max = m) = m "é'l’:”“‘ = 3'“(”;;6”“, where m is the maximum of three rolls of the die? If
yOu cannot, you need to work on your statistics.
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expected value of switching is
Txsax )+ (2 x82X) =$1.25X
2 2727 ) T

The expected benefit of switching is, therefore, $0.26X. On this basis, it looks
as though you should switch envelopes. Of course, if your opponent does not
peek, and she has §Y in her envelope, exactly the same argument shows that
she has an expected benefit to switching of $0.25Y. So, it looks as though she
should switch also. This is the first part of the “Exchange Paradox”™: it seems
that you both benefit from switching.

Now, suppose that neither of you peek and that you do switch envelopes once.
If you still do not peek, then a repeat of exactly the same argument suggests
an expected benefit of 0.25 of the contents of your envelope if you switch again.
The same applies to your opponent. This is the second part of the “Exchange
Paradox”: it seems that you could happily switch forever (like a dog chasing
its own tail). The foregoing is the naive answer,

The problem is twofold: First, you are assuming that value is expected payoff
(this is so only if you are genuinely risk-nentral);® second, your “prior” beliefs
are that you have a fifty-fifty chance of having either $m or $2m. The first
problem is a function of your individual risk preferences and is difficult to
address. The second problem can be tackled using two approaches: the first
approach is to reconsider the nature of your prior; the second approach is to
“update” your prior probability assessment (this is “Bayesian” statistics as
opposed to “classical” statistics).

The first approach is to reconsider the nature of your priors. Our previous
{paradoxical} calculation yielded $1.25X as the expected payoff to switching.
However, this assumes that for any given X, it is equally likely that your
opponent has $2X or $3X. If you do not peek, then you are assuming a
“diffuse level prior” because you assume this equality of likelihood for any X.
Your prior is, therefore, not a valid probability density function (pdf) because
the probabilities——across X—do not sum to 1. However, for any particular
m, it is equally likely that you received one of $m or $2m. Thus, for any
particular m, your priors are a pdf and any paradoxes should disappear. The
expected value of switching should be zero. This is easily demonstrated. Let
P($m) denote the probability that you got $m (the lower amount); let E(V}

SAn aside is in order. In corporate finance, the present value of a projected random payout
is the discounted expected cash flow. The discounting is done at a rate that incorporates risk
{e.g., using the CAPM}, and the expectation is a mathematical one using real werld probabilities
(Brealey and Myers [1991]). An aiternative to the real world expected cash flow coupled with
the risk-adjusted discount rate is a risk-neutral world expected cash flow coupled with a riskless
discount rate. The former is popular in corporate finance; the latter is popular in option pricing
{see Arnold and Crack {2004} and Amold, Crack and Schwartz {2009, 2010}). With no discounting
{e.z., the envelope question}, value is expected payoff only if you are risk-neutral.
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denote the expected value to switching; then E{V') is given by
E(V) = [E(Vi8m)x P(§m)] + [E(V|$2m) x P(§2m)]

(+$m X %) + (-$m X %)

= §0.

H

The expected value is zero, and you are thus indifferent—resolving the para-
dox.? Note that E(V|$m) = +8m because, conditional on your having been
given the envelope containing only $m, you gain $m by switching.

The second approach is to update your prior. To update your prior, you
need information. The most obvious source of information is to peek into
your envelope. So, assume that both you and your opponent peek into your
envelopes. Now it gets subjective. If you see an amount that seems very high,
then you update your prior probabilities: the probability that you have the
high-value envelope increases, and the probability that you have the low-value
envelope decreases. You no longer see value in switching envelopes.!® If you
see an amount that seems very low, then you see value in switching. The
problem now is that you must subjectively assess the amount in the envelope
as being either “low” or “high.” The “Bayesian Resolution of the Exchange
Paradox” is covered in detail in Christensen and Utts (1992).

If you have both peeked, and you do switch, then you will not switch again.
This is because one of you gained, and that person will not want to lose by
switching back. A similar question {but with an upper bound on the quantities
possible) appears in Dixit and Nalebuff (1991, Chapter 13). The Dixit and
Nalebuff book on strategic thinking is well worth a look.

Answer 4.7: This is a very common question and has been in use since at least
1990. Well, the first thing to notice is that you are trying to replicate a $§100
bet on Team A to win the series and you are doing this via a series of smal
bets. At each step, there are two possible outcomes: Team A wins, or Team A
loses. With replication, time steps, and binomial outcomes, the obvious thing
to do is build a lattice for a replicating strategy (see Figure D.1}. To deduce
the betting strategy in Figure D.1, I first drew the lattice and identified the
boundary nodes at which the game must end {marked with large dots). You
start with $100 in wealth. In the case where Team A has won four games,
you must end up with an accumuiated wealth of $200 through $100 in betting
profits; In the case where Team B has won four games, you must end up with
an accumulated wealth of §0 through $100 in betting losses. It is simple to
step back from each pair of ending nodes {starting with the right-most pair)
to deduce how much you must bet in each case (working back to $31.25 on

91 thank Andres Almazan for suggesting this type of solution technique; any errors are mine,

PHowever, you might argue that if you see an amount that seems so high that even one-half of
it is more money than you can comprehend, you might switch envelopes just for the hell of it; it is
worth the gamble.
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the first game) in order to end up replicating the payoffs at the boundary. If
you follow this betting strategy, you are guaranteed 1o replicate the payoff to
betting $100 on Team A to win the series. The given probabilities are “red
herrings” because you do not need any probabilities, physical world or risk-
neutral, to solve this problem. Note, finally, that I have assumed that you
ears no interest on your wealth.

Answer 4.8: There are many different possible answers; I give only two. Toss
the coin twice. If you get HT, give the apple to the first child. If you get TH,
give the apple to the second child. If you get H H . give the apple to the third
child. If you get TT, then start again. This effectively takes T'T out of the
sample space.

A second solution is to toss the coin three times and assign the outcomes to the
three children. Let T win. If one child beats the other two (i.e., the outcome
is some permutation of {T', H, H}), then give the apple to the child who was
allocated the T'. Otherwise, toss three more times. This is isomorphic to a
tournament where each child competes against each other child until one child
beats both others.

Answer 4.9: For my first answer in Answer 4.8: If you toss the coin twice and
get T'T, then you have to start again. There is thus a chance that you will
take more than 2 tosses to complete the strategy. We can use a recursion to
find the expected number of tosses. Let N be the number of tosses required,
then there is a three quarter chance that N will be 2, but a one quarter chance
that N will be 2+ E(N) because you have to start again in the TT outcome.
Thus E{N} = L% : 2] + [% 2+ E(N))] = 2+ ﬂ;—\—r)-. Simple algebra now yields
E{(N) = % = 2%.

For my second answer in Answer 4.8: We will need at least three tosses in
this case, but there are five chances in eight that we will need more than three
tosses. Using a recursive argument similar to that above, we figure that the
expected number of tosses in this case is E(N) = 8,

Answer 4.10: To simulate an event with probability 1/3 using a fair coin, toss
the coin twice. If you get HH, let that be your event with probability 1/3.
If you get HT or TH, let that be your event with probability 2/3. If you get
TT, then ignore it, and toss twice again. By removing TT' from the sample
space, the outcomes are restricted to three equaly likely possibilities.

Answer 4.11: This is elementary statistics, and one of the easiest questions in
this book. The rules of the game have effectively removed the 1 from the
sample space (i.e., the collection of possible outcomes). It follows that there
are five possible outcomes (2 to 6}, and each is equally likely. The expected
outcome is simply

T _
== $4.
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BET:  12.50 BET: 060

175.04 S8%3:  Z00.00
T5.08 Pé:1: 100.00
25.04 BET: (LK)

PLL:
RET:

A Loses

Figure D.1: World Series: Lattice of Betting Strategy

Note: See Answer 4.7 Each step has two possible outcomes for
the game: Team A wins (the up step), or Team A loses (the down
step}. You start with $100 in wealth, Each box shows how much
wealth you have (“$$3%” ), your cumulative profit or loss (“P&L")
and the bet vou place on Team A winning (*BET”). A large
dot on a node indicates the end of the series (i.e., one team has
reached four wins).
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To do the sum in your head, remermber that the dots on the opposing faces of
the die add to seven. The sum must be three times seven, less one to give 20.
Now divide by five to get the expected payoff of $4.

Answer 4.12: The naive answer is that the probability is just 325 ~ 4%. This
is incorrect. There are four chances that the first card dealt to you {out of a
deck of 52) is a King. Conditional on the first card being a King, there are
three chances that the second card dealt to you (out of the remaining deck of
51) is a King. Conditional probability says that

P({Both are Kings) =
P(Second is a King | First is a King) x P(First is a King}

where “ | 7 is read as “conditional upon,” or “given.” This is a special case of
the more general conditional probability result:

P(ANB) = P(A| B) x P(B)

Thus, P(Both are Kings) = & x & = £ x TL:*? = b = 0.5%. Therefore, you
have roughly one chance in 200 of getting exactly two Kings dealt to you.l!

I wish you to avoid a common form of confusion. Please note that although
you multiply probabilities to get the answer, and such multiplication is often
done when dealing with independent events, the events here {(King on first
card, and King on second card given King on first card} are dependent, not
independent. That is, you calculate the probability that the second card is a
King given that, or dependent upon, the first card being a King.

I wish to emphasize that the above procedure is different from that for figuring
out the probability that, for example, you get two heads in two tosses of a fair
coin (this probability is é» X % = %) The outcomes of the coin tosses are
genuinely independent, and this is why you can multiply their probabilities
directly. That is, P(HiNH,) = P(H3|H;) x P(H,) = P(H3}x P(H1) because
the probability of & head on the second coin toss is not influenced by the event
that you get a head on the first coin toss (i.e., the conditional probability
formula still applies but it reduces to the product of probabilities if the events
are independent). However, the probability that you get a King on the second
card dealt is influenced by the event that you get a King on the first card
dealt. That is why the conditional probability theory is used. Be sure you
understand the distinction and how and where to apply each method. If it is
not clear, go to your favorite statistics book for a review (e.g., see Feller [1968,
Chapter V}).

Y] thank Arta Babaee for pointing out that this answer is identical to (3}/(%7} = 5—;:%%}% =

«555 X 3‘% That js, of all possible pairs of cards you might be dealt, how many ways are there to get
a pair of kings.
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Answer 4.13: The “Let's Make a Deal” or “Monty Hall” problem is very fre-
quently asked. Many people find it very difficult.

Assume that you choose Door 3. The host opens Door 2 and offers you the
chance to switch to Door 1. Should you do it? If you have decided that it
does not matter whether you switch doors or not (indifference), or that you
should definitely not switch (aversion), then you should go back and think
again before reading any further. Stop here and try again.

Let me begin with very simple intuition. My experience, however, is that
many readers cannot accept the simple intuition, and for them I provide a
formal proof using Bayes’ Theorem.

SIMPLE INTULTION

Assume for a moment that you have already decided that you will switch
doors. What then is the probability that you will find the prize behind the
door you switch to? Well, you win the prize if you originally chose one of the
two doors that has nothing behind it. In that case, the host shows you the
other empty door, and switching yields the prize. So, the problem reduces to
figuring the probability that you originally chose one of the two doors that
has nothing behind it. That unconditional probability is just two thirds by
construction. You thus have probability two thirds that you win by switching
and one third that you lose by switching. So, you should switch!!?

FORMAL BAYES' THEOREM PROOF

If you are to play this game repeatedly, two-thirds of the time you profit by
switching, and one-third of the time you lose by switching. Let B denote
the event that the prize is behind Door number & (“B” for behind). Let H;
denote the event that you see the host open Door number j (“H” for host).

The unconditional probabilities of the location of prizes (probabilities calcu-
lated without conditioning on which door the host opens} are simply P(B;) =
P(By) = P(B3) = é What you need to know is the conditional probability
P{By|H»). That is, the probability that the prize is behind Door 1 given that
you see {or “conditional on”) the host .open Door 2. We use a straightforward
application of conditional expectations and Bayes’ Theorem (see Feller {1968,
Chapter V]}, as follows:

(BiNHy) _ P(Hy N B} _ P(HyBy) x P(B1)
P(H3) P{H,) P(Hy)

P
P(B1|Hy) =

You know that P(By} = -é-, but what about P{H3|B;) and P{H3)? You know
that the host is going to show you an empty door other than the door you
choose (assume through all of this that it is Door 3 that you choose). The
host's door must be revealed empty and cannot be the same door that you
choose. Therefore, it must be that if you choose Door 3, then P(H3|B)) = 1.

121 thank Jun Chung for this simple argumeni; any errors are mine.
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Now, P(H>) is given by

P(Hy) = [P{H2|B1) x P(B1)] + |[P(Ha|B2) x P(By)]
+ [P(Hz|B3) x P(B3)],

80 some extra terms need to be calculated to get P{Hy).

Weli, the host’s door must be shown to be empty, so it must be that P{Hz|Bs) =
0. The host is impartial, so it must be that P{Hq|B3z) = «% land P{H,|B3) = é—]
Thus, P(H2} is given by

P{Hz) = [P(Hz|B1)x P(B))]+ [P(Ha|B2) x P(B2)]
+ [P(H,|B3) x P{B3)]

1 1 1 1 1

It follows that the probability of finding the prize if you switch doors is two-

thirds:
P(Ho|B1) x P(By) 1x 2
PO = =Py =~ "1 ~3

e

[T

The summary in Table D.5 may clarify matters further. You choose Door 3.
The host must choose an empty door to open. I the prize is behind Door 1,
he must open Door 2 [P{Hy|B;} = 1]. However, if the prize is behind Door 3,
he can choose between Doors 1 and 2 [P{Hg|B3) = i]. If you see Door 2, it
is either because the prize is behind Door 1, and the host had no choice, or it
is because the prize is behind Door 3, and the host randomly chose between
Doors 1 and 2. It, therefore, follows that if you choose Door 3, and Doer 2 is
revealed empty by the host, the prize is twice as likely to be behind Door 1 as
it is to be behind Door 3. Continuing along this line of thought, we may take

Table D.5: The Monty Hall Problem

Asgsume You Choose Door 3
Prize Host  Unconditional Conditional
Location | Opens Probability Probability
By H; P{H: N By) P(HHBJ')

1 2 i 1

2 1 3 1

1 1 1

3 f f

2 5 3

a frequentist approach. Suppose you play the game repeatedly and always
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choose Door 3. I you look at all the times the host reveals Door 2 empty, you
will find that two-thirds of the time the prize lies behind Door 1, and one-third
of the time it is behind Door 3. Seeing Door 2 empty is thus a stronger signal
that Door 1 has the prize than it is that Door 3 has it. This argument is
more general, of course. Whichever door you choose, seeing the host reveal an
empty door is a signal that you should switch.

Answer 4.14: There are two interpretations. I we assume that the game can
be played repeatedly with an audience member always revealing a door to
be empty, then we must also assume that the audience member knows the
location of the prize. Otherwise, how can he or she always reveal an empty
door in repeated play? In this case, if we make the same uniformly random
assumptions about prize placement and empty doors revealed as in the previ-
ous question, then the audience member is, in effect, wearing the host’s hat,
and the argument is the same as in the previous question: You should always
switch.

Suppose instead that the host of this week’s show has, just for a one-off special
occasion (his 60th birthday, say), decided to let an audience member {who is
ignorant of the prize's location) reveal another door. Suppose it just happens
to turn out to be empty. We cannof now talk about a frequentist approach and
repeated plays of the game because in repeated plays, the audience member
would reveal the prize one third of the time, and that is not the situation
we find ourselves in. The ignorant audience member has, on this occasion,
just happened to show us an empty door. The audience member has blindly
removed one door from the sample space, and we have & 50/50 chance of
winning {and also of losing) if we switch. We are therefore indifferent.

Answer 4.15: This question is solved most efficiently by trying a few possible
combinations, not by some time-consuming feat of constrained linear opti-
mization. You should begin with extreme distributions, or with symmetrical
distributions. It is in the extremes or in symmetry that solutions to such
problems usually lie.

The probability of selecting a white marble is maximized (at almost 2) by

placing one white marble in one jar and the remaining 99 marbles in the
other. The probability of selecting a white marble is minimized (at 7};) by
placing all 100 marbles in one jar {assuming you do not get a second chance
if the jar you choose is empty). If zero marbles in one jar is not an acceptable
answer to you, then you minimize the probability of a white marble (at just
over é) by maximizing the probability of a black one. That is, put one black
marble in one jar and the remaining 99 marbies in the other.

Answer 4,16: This is a tough “game theory” problem. Early editions of my
bock included a full and formal solution to this problem. It was more than
five pages long and far too detailed. I have now cut my answer down to bare
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bones key issues only.!®

Mr. 30 and Mr. 60 are going to shoot at each other because they do not see
you as an immediate threat; you do not die first because Mr. 60 and Mr. 30
are shooting it out; you do not want to be put into a shoot-out where your
opponent is a very good shot and gets to shoot first; if Mr. 30 gets to shoot
before Mr. 60, it is less likely that you end up facing Mr. 60 than if Mr. 60
gets to shoot first, so you shoot in the air; if the direction of play is reversed,
and Mr. 60 gets to shoot before Mr. 30, then you should help out Mr. 30 {and
yourself) by shooting at Mr. 60 also, otherwise, leave it to Mr. 30; the cost
of stepping in and shooting at Mr. 60 is that if you hit Mr. 60, you lose your
chance to shoot first in the final shootout with Mr. 30; the benefit of stepping
in and shooting at Mr. 60 is that you increase the likelihood of your facing
Mr. 30 rather than Mr. 60 in the final shoot-out; there is a delicate balance
between leaving it to Mr. 30 and stepping in to help him out, and it changes
with the direction of play. Finally, there is a slim chance that everyone shoots
at the sky, but this requires some sort of cooperation.

Answer 4.17: If you take the three-point shot, you have a 40% chance of winning.
I you take the two-point shot, you have a 70% chance of a tie, and conditional
on a tie you have a 50% chance of winning in overtime. Informally, the proba-
bility of winning if you take the two-point shot is thus 70% multiplied by 50%,
which is 35%. This is lower than for the 40% for the three-point shot, so you
should take the three-pointer.

More formally, let “W™ denote winning, let “2” denote taking the two-point
shot, let “I” denote sinking the two-pointer and getting a tie, and let “TC™"
denote missing the two-pointer and not getting the tie (the “C” is for comple-
ment, that is, the remainder of the sample space). Then

P(W|2) P(W|T)P(T|2) + P(W|TC)P(T°|2)
(0.50 x 0.70) + (0 x 0.30}

0.35.

i

Hl

i

Answer 4.18: This is one of the easier problems. If the cost is $1.50 per spin, and
you may play as often as you want, then yes, you should play. The expected
payoff is $1.80 per spin (2:2? Payoff; x & = $1.80). If you can play as often as
you want, you are risk-neutral (in the long run, your average payoff will equal
the expected payoff), and you expect to make $0.30 per spin on average.

If you get only one spin, then whether you play or not depends upon whether
the expected $0.30 gain is sufficient to compensate you for the risk of losing
$0.50 {the $1.50 cost less the $1.00 worst possible payoff). With amounts
this small, you would probably take the bet. It is like spending $1.50 on &
lottery ticket—it is too small to care abouf. If the numbers were larger, say

¥ shank Olivier Ledoit for this solution technique; any errors are mine.
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everything multipiied by one billion, and if your job is lost if you lose, then
you are significantly more risk-averse, and your boss would not want you fto
take the bet.

Answer 4.19:  Assuming no speciai information on your part, each sports match
presents a fifty-fifty chance of winning. Assuming each match is independent
of each other, then winning is analogous to tossing a fair coin four times in
a row and trying to get four heads. This probability is only (%)4 = Tlé' The
odds of winning are thus much worse than the odds offered by the bookie, and
you should not play unless you are a risk-seeker. If the odds were raised to
25-t0-1, this would be an attractive bet.

Answer 4.20: This is a simple question, but, strictly speaking, it is not well
posed. You cannot ask for “the standard deviation of (1,2, 3,4, 5)" without
supplying further information. You should ask the interviewer which of the
foliowing cases he or she means., The first solution assumes we have drawn a
sample and we are estimating the population parameter. The second solution
agsumes we are dealing with the full sample space and we are calculating the
true population parameter.

FIRST SOLUTION

Perhiaps the interviewer wants the standard deviation of these numbers assum-
ing they are a sample drawn from some data generating process. In that case,
we need to know whether they are sampled independently of each other and
whether the process is stable. If not, the answer can be quite difficult. So, let
us assume that the observations are independent and identically distributed.
We can find the sample standard deviation with and without a small sample
adjustment.

The sample standard deviation without adjustment is just the square root of
the average of the sum of squared deviations from the mean. The mean is 3.

So, we get & = éE:i?(? —3)2 = /¥ = V2 ~ 1.4142. T expect you to know
V2 to four decimal places.

If we use the small sample adjustment,* where we divide by N — 1, we instead
get 6 = /2 = V25
SECOND SOLUTION

Perhaps the interviewer wants us to assume that {1, 2, 3,4, 5} is the full sample
space of possible outcomes for a random variable, and that each is equally
likely. That is, a uniform discrete distribution from 1 to 5. In that case, the
standard deviation is just the square root of the expected squared deviation
from the mean, with the outcomes weighted by true probabilities.

HNote that the small sample adjustment {divide by N — 1) gives us an uynbiased variance esti-
mator, £{¢%) = o%, when the sample is independent and identically distributed. Note, however,
that an anbiased variance estimator does not imply an unbiased standard deviation estimator.
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The mean of (1, 2, 3, 4, 5} is 3. The squared deviations are 4, 1, 0, 1, 4,
each with probability % The expected squared deviation is 2. The standard
deviation is thus v2 =~ 1.4142.

Answer 4.21: All you need is simple statistics. What happens if you ask the
interviewer to shoot without spinning again? The first time the trigger was
pulled, no bullet was found. It follows that that empty chamber will not be the
next chamber. Also, if the first chamber was empty, then it certainly did not
hold the first of the two contiguous bullets, Bullet #1, so you will not meet
the second of the two bullets, Bullet #2. Thus, there are only four chambers
that you might meet: three empty and one containing Bullet #1. You have
one chance in four of not having to talk about your resume.

If you do ask the interviewer to spin the barrel again, then you have the same
chance you had when you sat down initially. That is, there is one chance in
three that you de not have to talk about your resume. It follows that you are
better off not spinning.

In summary, because the first chamber did not contain a bullet, then it was not
Bullet #1, so you know you will not see Bullet #2. You face only one possible
bullet from the remaining four chambers. However, spinning the barrel again
puts both bullets into play, and that is not a choice you want to make.

Answer 4.22: Before we look at the formal math, let’s use some informal intu-
ition. There is one chance in a thousand (unconditionally) that you plucked
the two-headed coin {which would certainly explain 10 heads in a row). There
is also about one chance in a thousand that a fair coin would give 10 heads
in a row (because (%)10 = 057 ™ T ) Looking at the event (10 heads), I'd

have to say that the coin is roughly equally likely to be two-headed or fair.
Now turn to the formal math - a direct application of Bayes' Theorem. Let
“T'H” denote the event that your coin is the two-headed cne. Let “10H"

denote the event that you toss one of the pennies and get 10 heads. Let X°
denote the complement of an event X. Then

P(THN10H)
P(10H)
P(10H|TH)P(TH)
PIOH|TH)P(TH) + P(I0H|THe)P(TH®)

1
_ 1 X v 1

10 5
xl + [ 5] 2

where I used the facts that 210 = 1024 =~ 1000, and % =z 1. So, given the 10
heads, you have about a half a chance that you have the two-headed coin—as
per our intuition.

P(TH|10H)

Answer 4.23: You win with probability 1/3. Wind is effectively absent from the
sample space—it does not affect your chances of winning or losing. You lose
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with probability 1/3 at the first turn. You thus have only a 2/3 possibility
of even getting to turn a second card. If you do get to turn the second card,
there is 50% chance that it will be Fire and you lose, and a 50% chance it will
not be, and you win. Thus the probability of winning is 50% of 2/3.

Answer 4.24:  Assuming that the players have ffty-fifty probabilities of playing
Red or Blue,!® each player has the same expected payoff: $1. Player B has a
variance of payoffs given by

1 1
132 2 IR R 2VEEE
[({} 1)¢ x 2] + [(2 1) x 2] i,
whereas player A has a variance of payoffs given by
(1-12x 2|+ |B-12x 2 +0-1? x 1] =15
4 4 2

Thus, if you are risk averse, player B’s position is favored (it offers the same
expected return, but less risk).

Answer 4.25: We seek Fpiy(p) = P(P < p|H) = P{A|H), where “A” denotes
the event that P < p, and “H" denotes the event that you get a head.’§ 1
put a tilde over the P to emphasize that we are talking about the probability
of a probability. That is, the probability, P, that we get a head is itself a
random variable; we are unsure of its value. So, there is a distribution of
possible values of p, and each corresponds fo a particular possible degree of
bias in a coin. The probability of a probability is a “second-order probability”
(Peijnenburg and Atkinson, 2013).

We may apply Bayes' Theorem. but we need to be mindful that when we
write “P{H )" for example, this is not just the unconditional probability that
we get a head, which is the random variable P, but rather in our case it is to
be understood as the (unconditional) probability-weighted average probability
over all possible values of p. That is, we are unwinding (or “regressing”} one
level of probability, by exploiting the unconditional distribution and Bayes'
Theorem.

Let fp(p) = 1, 0 < p < 1 denote the unconditional pdf of P. We apply Bayes'

'5Recall that for a solution to be a Nash equilibriur, it has to be the case that ne unilateral
change in strategy for any single player is profitable to that player. A mixed strategy {Nash)
equilibrium exists where B plays Red with probability 3 and A plays Red with probability % n
this case, the expected payoff to playing Red equals the expected payoff to playing Blue for each
player. A's expected payoff is %, whereas B'sis §. Thus, B is favored. | thank Alex Butler for this
argumeni; any errors are mine, If instead the winnings come out of the other player's pocket, can
you show that a Nash equilibrium exists where each player plays Red with probability 3/87

91 thank Avishalom Shalit and Alex Vigoedner for discussions regarding this answer; any errors

are mine.

©2014 Timothy Faleon Crack 212 Al Rights Reserved Worldwide



Theorem directly for p € [0, 1] to get

Fpuulp) = P(AlH)
P{ANH)
P(H)
fw} P fp(p')dp'
f o P fp(p')dp
( 2/2) _ 2
vy~
As p — 1, Fpy{p) — 1, and as p — 0, Fpjy{p} — 0 (just checking). This

cdf produces the pdf fp;(p) = 2p. This pdf is left-skewed and has a mean of
2/3--slightly above 1/2 as you might have expected.

Let “750H/1000" denote the event that you flip the coin 1,000 times and
get 750 heads. In this case, with N so large, intuitively, the {conditional)
distribution function is going to look much like the step function’”

0, 0<p <075,
Fpyrsos /1000y (P} = { 1, 0.75<p< L.

Although N = 1,000 is large, it is not extraordinarily large. So, how close to
a step function will Fypizsep/1000)(p) be? Using the same logic as the previous
case, we get

fperfop fa gz} fr(p)dp’
fpﬁ’:ol fovgy(@) fe(P)dp

, {D.1)
=750

Fpisor1000)(p) =

where fg(np(x) = ( Y (1— * is the binomial probability that we get x
heads in N tosses, and fp{p) is the uniform density on [0, 1].

Both the numerator and denominator in Equation D.1 are uniform-probability-
weighted averages (over p) of the binomial probability that we get 750 heads
{for a given p}. The binomial expressions are not easily to work with, or to
have intuition for. With large N, however, and assurming p is not oo close
to 0 or 1, we may approximate the Binomial distribution with the normal

distribution. So, we may replace fp(v () With fn(, 0 (z) = vu-nne -§(=2)"

where pu(p) = Np and o(p) = /Np(l — p). This yields Equation D.2.

f

Sy 2o Ny own (@) fr(p)dp
P28 o (@) P’)dP’

'"I'his conclusion relies upon a Weak Law of Large Numbers argument (see Footnote 1 [on p. 195],
and DeGroot [1989, p. 220-231]).

F(pyrson1000) (P) (D.2)

=750
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Equation 1.2 is still too messy to evaluate, but the integrand in the numerator
is the normal pdf fy(up).o(p(x), and we know that 99% of the probability
mass of a normal distribution is within roughly plus or minus 2.58 standard
deviations of the mean.

Suppose for a moment that p is fixed at p = 0.75 and that it is x that we
are going to vary in the numerator of Equation D.2 (in fact, the opposite
is true). With N = 1,000, u{p) = Np = 750 and o{p) = /Np(l —p) =
v1000-0.75-0.25 = /187.5 = 13.7. So, the values of fy(up)o(pn{2) that
matter would be bounded by roughly 760 + 35. If we squint, we get the
normal pdf saking significant values for 715 < = < 785, say. Now, in fact, it is
z = 750 that is fixed, and the integral in Equation D.2 is over p, not z. Even
80, for large N, varying p with fixed z, and asking how far Np is from x is
almost the same as varying z with fixed p, and asking how far z is from Np
(and the variation in o{p) is not enough to make much of a difference).

We conclude, therefore, that the conditional cdf of P looks much like a step
function, but instead of a sudden step up at p = 0.75, there is a sloped step
from something like p = (.715 to something like p = 0.785. The larger is N
(assuming x = 0.75/N), the steeper would be the step.'®

Answer 4.26: This is well known. More generally, if X ~ N{u, @?), then E(eX) =
"3 I X is normal, then eX is lognormal. So, this is the sort of knowl-
edge that arises in analytical Black-Scholes derivatives work, or in setting up
a Monte-Carlo simulation of price paths in a Black-Scholes world. See Crack
{2014a, Section 2.2) for detailed discussion and examples. It is straightforward
to prove this from first principles because the normal pdf has an €' kernel in
it, and you just have to add the exponents, complete the square, and integrate
out to see what is left over.

Answer 4.27: Both games have the same expected payoff: $3.5 million. However,
the second game has much less volatility than the first. The Weak Law of Large
Numbers says that your actual payoff will be much closer to the expected payoff
in Game Two. As a risk-averse individual, you choose Game Two.

Answer 4.28: Start with a simple case first: What if you only need the expected
number of tosses required to get one head? Let N be the number of coin
tosses. then we want to find E{N|1H) {expected number of tosses given that
you seek only one head). Toss the coin once. Either you get a head (with
probability p) or you get a tail. If you get a tail, then you are recursively back
where you started. That is. there is probability p that N == 1, and probability
1-p that you still have E{N]1H) tosses to go after the one you already tossed.

18N americal evaluation of Equation P.2 shows that Fipmsonneon{B8713) = 0.0075 and thag
Fipirsossi000y(0.785) ~ 0.9967. For N = 100,000 {and z = 75, 00}, the same values are achieved
at p = 0.7466 and p = 0.7536. 'hese resuits are consistent with the Weak Law of Large Numbers
intuition that for very large N, the sample mean converges to the population mean.
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In other words,
E(N[IH) = (p- 1)+ (1 - p) - [L + E(N|1H)].

Solving for E{N|1H) gives E(N|1H) = %. Check: the higher is p, the lower is
E(N|1H), and when p = 0.50 (a fair coin), E(N|1H) = 2, all of which seems
reasonable.

Now consider the case of two heads in a row. Well, to get two heads in a
row, you first need one head “in a row,” which requires the expected 4 tosses
just calculated. If you have this one head already, then there is prof)abiiity
p that your next toss will be a head, and probability (1 — p) that you are
back where you started having performed E(N{1H} plus one tosses already.
In other words,

E(N|2H)

p [BE(NNH)+ 1]+ (1 —p) - [F(NIH} + 1 + E(N|2H)]
= E(NIIH)+ 1+ (1-p) E(N]2H).
This last line implies that
E(N[1H)+1 l+p
p Copr

In the case of a fair coin, this gives E(N|2H ) = 6. Exactly the same reasoning
in the case of three heads in a row leads us to
N2H)+1  1+4p+p?

P TR

In the case of a fair coin, this gives E(N|3H) = 14. It should be clear that
there is a pattern: in the case of J heads in a row,

E(N2H) =

EwvpH) = 2

i=J-1 4
E(NiJH):mme:;J E

This can be proved formally using numerical induction if you wish.

Answer 4.29: The short answer is that it will be roughly ivﬁm which is
roughly :E:Vé-o-ﬁ which is &5 which is roughly +3%.
The long answer is still quite simple., Suppose you sample N people and record

a 1 if they say they will vote for Candidate A and a {0 otherwise. You have N
bhinomial trials. Let X; denote the outcome of the ith trial, then

X = 1, with probability p,
71 0, with probability (1 — p).
LetY = Z::‘IV X, then Y/N is the estimator of p. It follows that

i N
E(Y/N)=E(Y)/N =) E(X;)/N=N.p/N=p,

=}
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and letting “V ()" denote variance, we have

i=N
* i 1 -
VY/N) = VY)/(N?) £ 3 VX)/(N) E N -p(1 - py/n2 = P22

i=1
where “*" follows because the variance of the sum equals the sum of the
variance when the random variables are independent, and “**" foliows di-
rectly from the definition of X; using the definition of variance as probability-
weighted deviation about the mean: V{X;)} = (1-p}%-p+p*-(1—p) = p(l—-p).

it follows that the standard error of Y/N is the square root of its variance:
SE(Y/N) = /832,
In the particular case of the question we have p = (.60, so our best guess for

the standard error is \/;3(1};;3) = \/O‘E{%&‘“} = 0.01549. So, a 95% confidence
interval would be

%
p1.96-4/ ngﬁwf«)» = (.60 £ 1.96 - 0.01548 = 0.60 + 0.0304.

That is, the margin of error is roughly plus/minus 3%, which is what I said
two-dozen lines above! So, how did I know that before working out the details?
The key lies in two approximations. First, the 95% confidence interval for p
is p + 1.96 times the standard error, so let us just take that as £ 2.00 times

the standard error. Now, the standard error itself is 4/ ﬂlN;pl, but for most
cases of interest, p is roughly 0.50 (otherwise it would not be much of a horse
race). So, p{1 — p) is roughly 0.28. In fact, p{1 — p) is an inverted parabola in
p and it has slope zero at p = 0.50. 8o, there is a range about p = 0.50 where
approximating p(1 — p} by 0.25 is good. For example, with § = 0.60 we get
(1 — p) = 0.24 which is very close.

So, we get a confidence interval which is

hly 0.2
P {roughly 2) x 4/ {93%&9_?!

but v/0.25 = 0.50, and 2 times this gives 1. So, we get a 95% confidence
interval which is roughly
. 1

This is a good approximation unless g is quite far from 0.50.

It is good if you can calculate approximate square roots of powers of 10 in

your head: /1,000 ~ 30, /10,000 = 100, /100,000 = 300, and so on. ...and

you need to be able to invert them too (e.g., 1/30 == 0.03).
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Answer 4.30: This is an old/common interview question. It is a direct applica~
tion of Bayes’ Theorem. Question 4.22 was also a Bayes’ Theorem question.
In that case we tried some informal intuition before doing the math; let us try
that here too.

Most people do not have the disease. If we were to randomly select from the
disease-free population (which is 89.5% of the sample here, so that is not too
far from what we are actually doing}, we would get a positive test result 7%
of the time. If we are randomly selecting from the entire population, we get a
diseased person 0.5% of the time. So, overall it seems that for roughly 7.5% of
the draws, we get a positive, but for only 0.5% of the draws would they have
the disease. Given a positive test result, we focus only on the roughly 7.5%
of the population that returns a positive. With this restriction, the likelihood
of the person having the disease is the ratio of those with the disease to those
with a positive: roughly 0.005/0.075. This ratio is just 2/3 with the decimal
place moved, so our guess is 6.67%.

Now let us do the math. Let “+” denote a positive on the test. Let *D”
denote the presence of the disease, and let “D¢” denote the complement of
being diseased (i.e., no disease). Then from Bayes’ Theorem

Py - PL0D)
_ P(+|D)P(D)
- P(+|DYP(D) + P(+|D)P(De)
3 (1 x 0.005)
T (1 x 0.005) + (0.07 x 0.995)
0.005
0.07465
~  0.06698.

S0, our 6.67% estimate is not far off.

If the percentage with the disease were only 0.05%, then the answer would drop
to 0.007096% (which is almost exactly the ratio of P(D) to [P{+|D®)+ P{D)]—
the dominant terms in the above calculations}.

Answer 4.31: A “stars and bars” approach is the easiest.’® Let each star denote
a thousand-doliar investment and each bar denocte a lne of demarcation be-
tween funds., Then seesso [ xiksokwsox | [xesoekkk | has 20 stars and four bars to

indicate an allocation of ($5,000;%8,000;30;$7,000:%0).

There are (244) = 42{2%14_!_ W= 24;33:%?1'21 = 10,626 ways to allocate the four bars
to the 24 possible locations for the 24 symbols I used. The general answer is
(N E’f;z) for N-thousand dollars invested into k& funds. Please confirm that in

the case N = 20, k = 2 this formula gives the simple answer N 4+ 1 = 21,

%1 thank Chun Han for suggesting this approach to me; any errors are mine.
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A less elegant approach is to consider 20 independent generalized Bernoulli
trials where we roll a five-sided die and record each result as a five-tuple with
a 1 in the position corresponding to the die’s outcome and zeroes otherwise.
The five-tuple containing the cumulative total count of outcomes is distributed
multinomial (DeGroot {1989, p. 297}). The number of possible fungible (i.e., fi-
nancially indistinguishable} allocations of bills to buckets must be the same as
the size of the sample space in this generalized experiment. For a multinomial
with N generalized Bernoulli trials (each of & outcomes) the sample space is
of size (N;_j‘l_l) as above. 2!

Story: 1 spoke with a gay employee at a big-name Wall Street investment
bank. 1 teld him that some of my students were about to fly cut to New York
to interview. He told me: “Make sure they have nice suits, good hair-cuts,
and wear their wedding rings.”

Answer 4.32: The nature of the problem allows us to practice nany different
skilis: staiistical inference, probability, combinatorics. recursion, induction,
algebraic approximations, etc.

This question is a particular case of a more general question: How many chips,
N, should go randomly into some cookie dough to give a probability of at least
p that each of k cookies randomly cut from the batch contains at least m chips?
The interviewer’s particular case uses the high probability p = .90 and the
iow hurdle m = 1 chips per cookie.

Well, if you have fewer than 100 chips, then at least one cookie does not have
a chip, so 100 is the lower bound on any feasible answer. You should take an
initial gut instinet guess before any formal analysis. My gut instinct is that
something like N = 500 chips is enough because I would then be fairly sure
that each cookie in the batch gets a chip. Is 500 enough? We will look at two
exact solutions and several approximations to find out.

EXACT SOLUTIONS

#1: Inclusion-Exclusion.?! If p is the probability that every cookie has at
least m == 1 chips. then 1 — p is the probability of the event that some cookie
kas no chips. This event in turn is a union of events involving individual
cookies having no chips. Let AY be the event that cookie ¢ has no chips, then

281 yons and Hutcheson {1996).
*11 thank Nate Cloehlo for suggesting this approach; any errors are mine.
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the inclusion-exclusion formula (see discussion on p. 82) yields

1-p = P(AJUA) - U A}

- 7(Y%)

k
= Y PN - > P(AINA})+
=1 1<i<jsk
ST PAINAINAD) — -+ (-1MIP (AN AT 1 AY)
1< f<ick
k
=20 3 PL 14
i=] Urdzo 3020 k) J€{irida,uds}
Fy <<y

The i** term from this summation is a signed summation over probabilities of
the form

P (1 Al=prPAlnan...nad).

je{irda, ok}
There are (f) such probabilities that satisfy {j1,f2,...,5} € {1,2,...,k} and
J1 < ja < --- < 3 (i.e., 1 numbers chosen without regard to order from & num-
bers) and, by symmetry, each such probability is identical. So, we just need
to figure out the probability of getting a particular sub-batch of ¢ chip-less
cookies, {j1,72,....Ji}, in the batch of k cookies. For any given chip arriving
in the dough, there is a probability f; that the chip lands in this sub-baich
and a probability % that the chip misses this sub-batch. The N chips arrive

independently, so there is probability (Eg—‘ N that this sub-batch of i cookies
ends up chip-less. Plugging these resulis back into the above gives

k

Sty rl 0o

=zl LIS TR Py Lo 5 I Y ) Fe{ir. gz b
Fr<in< <4 { 2

i(—z)m (’;) (i%ﬁ)N for N > k. (D.3)

i=1

i

1-p

1l

Note that the final, £**, term in the summation is identically zero because
the cookies cannot all be chip-less. If we plug p = 0.90 and & = 100 into
Equation 3.3 and solve for N, we need a computer to find N = 682.52. So,
N = 683 chips will do the job. Do not worry about needing a computer to
solve this; Your interviewer will either have stopped you before you got to this
point or will have given you a computer.

I am now able to use Equation 1.3 to find that my gut instinct guess of
N = 500 chips gives a probability of only p = 51.2% that 1 will get at least
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m = 1 chip in each of k = 100 cookies. At the other extreme, it would have
taken N = 916 chips to obtain p = 99%.

#2: Recursion.”” An exact solution can also be found using a recursion
approach. Let By y count the number of ways that we can put N chips into
k cookies. There are k choices for the first chip, & choices for the second chip,
etc. So, By = M. Let Cy.n count the number of ways that we can put N
chips into & cookies where every cookie gets at least one chip (call this outcome
a “success” ). Well, as mentioned above, Cp n = 0 if N < k. We must also
have Cy y = 1 for all N 2> 1 (there is only one way to place N chips into one
cookie). We can get a recursion going as follows: In order to get a success
when placing the N chip, it must be either that the previous N — 1 chips
already distributed a chip to each cookie (success already!) and the N** chip
can go into any of the k cookies, or the previous N — 1 chips distributed a chip
to k — 1 of the cookies and the N** chip will go into the empty cookie; there
are k ways that the latter event could take place. This produces the following
recursion formula:

Cen = k-GNt +k-Croanoy
= k- [Crn—1 + Chein—1)

If we let P, n be the probability that we get a success (i.e., at least one chip
per cookie) from N chips placed into k cookies, then

_ Crn
Fen = By
k- [Cener + Crg vl
= N
k-1\"1
= Pey-a+Pean-1- (WE“*) . (D.4)

with intitial conditions Py y = 0 N < k and Py = 1 for all N > 1 {from
above). Although the recursion does not automatically generate a closed-form
solution, we can compare Equation D.4 with Equation D.3, above, to deduce
that

Poy=p=1-— i(ml)i“’“l(%) (k;i)N, for N > k. (D.5)

il ¢

A tedious proof by induction {omitted} easily shows that Fy v given in Equa-
tion D.5 does indeed satisfy the recursion shown in Equation D.4 and the
initial condition Py = 1 for all N > 1.

From an implementation standpoint, the recursion in Equation D.4 is eas-
ier to execute accurately for large numbers than the closed-form solution in

221 thank Torsten Schoneborn for suggesting this approach; any errors are mine.
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Equation D.5—because the latter involves large factorials in the binomial co-
efficients.?

APPROXIMATE SOLUTIONS

I present two approximate solutions that can be figured using a handheld
caiculator. The first uses the union bound; the second relies upon near inde-
pendence.

#1: Union Bound. The union bound relies upon Boole’s Inequality, which
uses just the first term from the inclusion-exciusion formula:

P(QA?) Sgpmg)

That is, the probability of at least one of the events occurring is bounded
above by the sum of the probabilities of each of the events. In our case,

k
1— Py = P(U ?)

tm=i
k

2P (4]

ia=]

FAN

B\ [k —1\"
= (—1)H? (1) (T) , from the { = 1 term in Equation D.3

_ o [kl N

- k
Thus, Py 21—k - (%)N. In our case, we get Py > 1 — 100 (%) CH
we plug the known solution N = 683 into this we get Py v = 89.6%, which is

correct (N = 683 actually gives P n = 90.0%). If instead we set P, y = (.90

and solve for N, we get N < ]‘l:goé?; = §87.3, so, N = 688 is an upper bound

on a sufficient number of chips.

N

#2: Assumed Independence. When the number of chips N is large relative
to the number of cookies k, and when the minimum number of chips m required
in each cookie is small, then the event that there are at least m chips in gne
cookie is very nearly independent of the event that there are at least m chips
in another cookie. We can exploit this to get an excellent approximation to
the exact solution.

Consider our case where k = 1080 cookies and we want at least m = 1 chip per
cookie. From the above, we know that the probability that there are no chips

in the first cookie is
0 k—1\N
P(A]) = %

*Note, however, that there are recursive approaches to calculating binomial coefficients that
include large numbers: we can use {f) = % . (f:;) So, for example, (12@) =120.22. .88 . 81.%2. 89
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It follows that the probability that there is at least one chip in the first cookie
. SN . .. . .
is [Z - (-’ik—l) . Each cookie has the same statistical properties, so, with near

independence, the probability that there is at least one chip in every cookie is
k
ol (=YY
p - k -

]Il(lmp%) : o0l
o lnf1-0.999y . .
mi-iy T TREe T < 682.17. So, 683 chips will

suffice, and we can figure this with a handheld caiculator.

Solving for NV gives N ~

This answer relies upon the near independence between the event that there
is at least one chip in one cookie and the event that there is at least one
chip in another cookie.?® For the case of at least m = 1 chip per cookie, I
think my assumed-independence solution for N is either exactly correct, or
underestimnates N by only 1 for all k. 1 have also seen a solution that uses the
Poisson distribution in the m = 1 case, assumes independence, and yields an
answer that is algebraically very close to each of solutions presented here.

#3: Another Approximation. Finally, and this might be difficuit to do in
an interview, I plotted the assumed-independence solution for the m = ] case,

N =In (1 — pilc‘) /In{1— %) and the solution appeared to me to behave like
N =k -1a{b- k) where b is a function of p only. Comparing the two functional

This yielded the approximate solution

el

k- {in(k) ~ In[~ In(p)]}

This solution is almost as accurate as the assumed-independence solution. For
example, when k = 100 cookies, and p = 0.90, the exact solution for the
m = ] case is 683, the assumed-independence solution is 683, and the above
approximation yields 686 {an error of less than a half percent). Similarly, when
k = 500 cookies. and p = .90, the exact solution for the m = 1 case is 4.229,
the assumed-independence solution is 4,229, and the above approximation
yields 4,233 {an error of less than a tenth of a percent).

HLet N; be the number of chips in the #® cookie. Then, for N = 683 and k = 106 the events
A= (N, > m)and B = (N, > m} for i # j are effectively numerically indistinguishable from
independent. for small m. | simulated f«i-;ﬁﬁmﬂ;?} for various m and found the ratio was 1+ (.000001
for m = 1,1+00001 form=2,1%00002form =3, t 00003 form=4, 1 £0.00f ferm = 5,

1+0.02 for m=6-18, 1 £0.18 for m = 11-16, and to rare to simulate for m > i7.
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Answer 4.33: 1 present two solutions: the frst is a full “hammer-and-tongs”
solution; the second uses a recursive argument similar to Answer 4.28. Ques-
tions requiring recursive proofs have become popular in interviews; look up
“recursive argument” in the index to find other examples in this book.

FIRST SOLUTION

When the game stops (i.e,, you rolled a 4, 5, or 6), you have a % chance of
seeing the accumulated score (i.e., you got & 4 or § out of a possible 4, 5, or
6 to stop the game}. The accumulated score is O with probability —21~, 1 with
probability (%}{ 2 with probability (%)3, and so on. So, the expected payoff
is given by

2 & /1t 1 X5
22 (3) =323

fa=f3

using the result that 3720 & = 2 (see Footnote 6 on p. 62).
SECOND SOLUTION®

Let N be the random number of times vou roll a 1, 2, or 3, before a 4, 5, or
6 appears. If you now roll the die once, there is a half a chance that N = 0
and the game stops, and there is a half a chance that you get a 1, 2, or 3,
and you are otherwise recursively back where you started {(expecting to roll
an additional E(V) 1’s, 2’s, or 3’s before the game ends). If we write this
algebraically, we get

E(N) = (o- %) + [(1 + E(N)) - %] .

We can solve this directly to get E(N) = 1. When the game does end, we
get paid only if we roll a 4 or 5. In other words, conditional upon the game
ending, we have a. two thirds chance of being paid N. Qur expected payoff is
thus % -E(N) = 3, as before,

Answer 4.34: Like Question 4.33, this question can be solved using infinite series,
or using & simpie recursion proof.

FIRST SOLUTION

There is & § chance that the game ends with two tosses, a (—)2 chance that it

ends with four tosses, a ( ) chance that it ends with six tosses, ... ..., a (%)n

chance that it ends with 2n tosses, and so on. Thus the expecte(i number N

of tosses is - -
k3
i=] i=]

using the result that ) o, s% = 2 (see Footnote 6 on p. 62).

28] thank Simon West for suggesting this technique; any errors are mine.
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SECOND SOLUTION Let N be the number of coin tosses required to
reach Box 4. After two coin tosses, there is a half a chance that you are in
Box 4 and the game is over after two tosses, and a half a chance that you are
recursively back at the beginning again still expecting F{N) more tosses:

E(N) = (z - %) + {(2 + B(NY)- %} .

We can solve this directly to get E(N} = 4.

Answer 4.35: I first heard about the “broken stick problem™ appearing in MBA
interviews back in the early 1990's. It is still used today. This classic question
deserves justice here.

Let me present two different solutions for obtaining the probability that a
triangle can be formed from three bits. The first solution is based on a general
proof using polygons and polytopes due to Bull (1948) and I shall draw upon
that solution to answer the next question. The second solution is much shorter
and is an expansion of an equivalent argument using just a circle (Rushton,
1949).

FIRST SOLUTION

Bull {1948) considers the case where a stick is broken randomly into n pieces.
He says that a necessary and sufficient condition for & polygon of n or fewer
angles to be made out of the n pleces is that no one piece can be of a length
that exceeds the sum of the lengths of the others. Equivalently, each piece
must be not greater in length than half the length of the stick.26

Following Bull... ..let z, y, and 1 — z — y denote the lengths of the three
separate pieces formed from a stick of unit length. If x and y are taken as axes
of coordinates in two dirnensions, then all ways of breaking the stick {regardless
of whether a triangle can be formed or not) are represented by points inside
and on the triangle formed by the coordinate axes and the line x +y = 1
(i.e., the boundary and interior of the triangle O-A;-A; in Figure D.2). If
this statement is not immediately obvious, then think of it as follows. There
are three pieces of lengths x, y, and 1 — x — y. It must be the case that
each piece has non-negative length: z > 0, y >0, and 1 — 2 — y > 0. After
rearranging the latter inequality, these three conditions say « > 0, y > 0, and
z +y < 1. The intersection of these three conditions is the boundary and
interior of the triangle O-A4;- A5 in Figure D.2, as stated.

The points in Figure D.2 representing ways of breaking the stick that allow &
triangle to be formed are those points inside and on the area bounded by the
iines 1 = %, y = %, and x4y == % (i.e., the shaded ares in Figure D.2). Again,
if this is not immediately obvious, think of the conditions required: each piece

*Bull implicitly allows for two degenerate cases: triangles with zero area when one piece has
length £; and, one or two pieces having zero length. For randoraly placed breaks, these cases
happen with probability zere; my allowing thera does not change the final answer.
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must not be greater in length than half the length of the stick: z < %, y < %,
and 1~z —y < % jor,z+y 2 %) The intersection of these three conditions
is the boundary and interior of the shaded triangle Bis—A]-A) in Figure D.2,

as stated.
y coord.
A
1.0 X
r=1
x+yz%
Al By .
0.5 y=1
X A As
¢, - T coord,
0.5 1.0

Figure 1).2: Broken Stick Problem: Form a Triangle

Note: Any particular z and y coordinate pair within the trian-
gle O-A;~Az corresponds to a breken stick with three pieces of
lengths x, ¥, and I — x — g, respectively. If the z and y coor-
dinate pair fall within the shaded triangle Byy-Aj-A} then the
three pieces can be used to construct a triangle—for in this case
no one piece can be of a length that exceeds the sum of the lengths
of the others, or, equivalently, each piece must be not greater in
length than half the length of the stick.

Random breaking of the stick means that the possible triplets of pieces (z, y, 1—
x—1y) obtained are represented by coordinate pairs (z,y) distributed uniformly

responds to pieces that can be used to build a triangle. The probability you
can form a triangle is thus

AREA(triangle B1y-A|-43) 1-3 (&
AREA(triangle O~A4;-Ay} i

) 1oy =L

P(@3) = :
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Visual inspection of Figure D.2 yields the same solution. We have now solved
the question posed.

Bull (1948) presents a geometric proof for the case of four pieces. His proof is
the three-dimensional analogy of my Figure D.2. He has three axes, z, y, z,
and a tetrahedron representing all ways of forming a polygon of four or fewer
angles from the pieces. At the origin, and slong each axis are tetrahedrons
that must be excluded if a polygon is to be formed. So, instead of my two axes
and three triangles to exclude, Bull has three axes and four tetrahedrons to
exclude. I won't draw the picture, but here are the calculations: The volume
of a tetrahedron is «é« - A - h, where A is base area and h is height. The large

tetrahedron has 4 = % and A = 1: the four small ones have 4 = é— and h = 5—12

. TESE W RN 19 3 1
So, the answer for n = 4 is P(4) = —3—2—(%—1—5—3—2— =1~ (4-6/48) = 3.

2
In the general n-piece proof, Bull has an (n — 1}-dimensional polytope with
n polytopes to be excluded.?” The same relative probability argument yields

i g = { e 3 -
P(n) = 2L (f tiory) = | — 5y, As n gets large P(n) goes to 1. This
[r—131
seems intuitive; If I break a stick randomly into 100 pieces, how likely is it

that I can lay the pieces out to form a polygon of 100 or fewer angles? ...the
answer should be very close to 1.

SECOND SOLUTION

Rushton (1949) gives a very elegant re-statement of the n-segment problem in
terms of placing points at random on the circumference of a circle.?® Assume
that we sprinkie n points randomly upon the circumference of a circle. Label
these points as X, Xa, ..., Xy, Now cut the circle at point X, open it up,
and flatten it out to a straight line. Label the end that was adjacent to X, as
(. There are n line segments: 0-X,, X-Xq. ..., Xy.1—-X,.

Let us solve for the likelihood that we cannot form an n-sided polygon from
these segments. We cannot form the polygon if there exists a line segment
longer then half the length of O-X,. Each segment is equally likely to be
longer than half the length of O-X,. (As an aside, note that each such case
corresponds to the points we sprinkled all falling upon a semi-circle of the
orginal circle). The probability that the first segment fulfils this condition
is the probability that the remaining n — 1 points lie upon the second half
of the line O-X,,. With randomly sprinkled poinis, each has a fair coin toss
likelihood of landing on either half of the line O-X,,. So, the probability that
the first segment fulfils this condition is 1/2"~!. The probability that there is
one segment of length greater than half the length of the circumference (note
there can be at most one), is the sum of the probabilities that each particular
segment could be so (because these are mutually exclusive): n/2"7!. So, the
favorable probability is P(n) =1~ n/2"~1 yielding P(3) = 1/4, as before.

#7 A polytope is “a finite region of n-direensional space enclosed by a finite number of hyperplanes
(mathworld.wolfram.com})."
28] thank Aideng Chen for helpful discussions regarding this solution; any ervors are mine,
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Figure D.3 shows the sample space for the n-segment broken stick problem.
Do not confuse the circle in the figure with the circle in Rushton’s original
argument.

P =n-Plli(n)] =1 Inner Circle S(n}
PlS(n)] = n- P[Hi(n)] = 52

Hi(n)

Figure D.3: Venn Diagram for Broken Stick Problem

The sample space for the n-segment broken stick problem. Not to
be confused with the circle in the Rushton (1948} argument. Ran-
domly break a stick of unit length into n segments. The sampie
space is Q. L;(n) is the event that the i** segment is the longest.
H,(n} is the event that the ith segment is of length larger than
one-half. The width of each slice L;(n) of the sample space pie de-
creases as n increases. S(n) is the event that there exists a segment
of length larger than one-half (there can be at most one), in which
case all points sprinkled on the circle in Rushton’s argument fall
upon a semi-circle. The probability we can form a polygen from
the n segments is P(n) = 1 — P[§{n)] = 1 — n/2°"!, which is
the area between the two circles. Note that the area of the inner
circle goes to zero as n — o0. That is, 1My P{S(n)] = 0. This
implies that limy,.,. P{n) = 1.

Answer 4.36: Unlike Answer 4.35, a triangle need not be formed here. To derive
the pdf for the longest ptece we will derive the cdf first and then differentiate
it. We shall work with the properties of Figure 1.2
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Let L denote the random longest piece, and [ denote a particular value of L.
We want to find the edf FrL(I) = P(L < 1). We know that I = max(x,y,1—
xz—y),so theevent L <[ happensifandonlyiffer <, y<landi—-z—y <l
The latter may be rearranged as ¢ + y = 1 —{. Following the arguments in
Answer 1.35, we need only find the relative area contained within the region
bounded by the lines x = I, y = { and z +y = 1 — I (but also within the
original triangle O-4;-A2)} in Figure D.2. There are two cases: (.5 < { <1
(see Figure D.4), and -é < 1 < 0.5 (see Figure D.5}. These correspond to the
cases where you cannot, and can, respectively, form a triangie from the pieces.
The figure captions contain the algebra. We find that the cdf of the longest
plece is

_ [ -30-97
FL(I} - { (33 . 1)2,

29

=

o~ A
A ™
o

5 1
< -5,

Wl O

and the pdf of the longest piece is

) = 6(1—1), 05<i<1
B 1 e@i-1), i<i<os.

So, the expected length of the longest piece of broken stick is

E(L)

il

1
ﬂ I fr{bdl

05 1
= f 1-6(3l— 1l + L-6(1-Ddl
3 0.5
8.5
+ {312 — 21%)

I
= (60— 31°%)

(695 oG-

I leave you to use the same fechnique to confirm that the expected length §
of the shortest piece’ is E(S) = & = 5.

Answer 4.37:  You know only that I have two children and that one is a girl, My
family has {(implicitly) conducted two Bernoulli trials. Without the informa-
tion that one child is a girl, there are four possible equally likely outcomes: GG,
GB, BG, BB. With the information that one child is a girl, the last outcome is
excluded, and the sample space describing the randomness you are confronted
with is three equally likely outcomes: GG, GB, BG. The probability of GG is
thus % See Answer 4.38 for more details.

2Can you sketch the pdf to confirm that it is right-skewed and triangular?
*O'There is only one case. I get Fs(s) = {1 ~ (1 - 35)°], and fs{s) = 6(1 ~35), for 0 < 5 < §. I
deduce that E{M) = 73 for the middle-Jength piece because E(S+ M + L} = 1,
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o4}
=3
i
Bl

/| &
& < k- T coord.
1-t 05 { 1.0

Figure D.4: Broken Stick Problem, Fr{I) = P(L <), Case: 0.5 <[ <1

Note: The cdf of the length of the longest piece is given by the
shaded relative probability area bounded by the three conditions
<l y<iand z+y > 1—1{ {but also within the original triangle

obtained by excluding the three equal-sized un-shaded triangles.
Each of the three un-shaded triangles has area £ (1 —1}?, so the cdf

g - 2
value is simply Fy.(I) = P(L < {) = *—W‘fﬂl = [1-3(1-1)2.
This yields pdf fr({) =6{1 — ) inthecase 0.5 < { < 1.
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O—

* side

Figure D.5: Broken Stick Problem, Fy (I} = P(L <), Case: -é- <1<05

Note: As in Figure D .4, the cdf of the length of the longest piece
s given by the shaded relative probability area bounded by the
three conditions x < {, ¥y £ { and x+y = 1 —{ {but also within the
original triangle O-A,-Az). In the case I € 0.5 this is simply the
relative area of the shaded triangle. Close inspection shows that
as { drops, the area of the triangle reduces until { = «é at which
point the area is zero. This corresponds to the simple intuition
that the longest piece of stick cannot be smaller than % in length
(else it is not the longest}. One way to get the area of the shaded
triangie is to deduce the value of #* so that we can deduce the
side length { — z*. To find = note that it is the value of z at
which the lines z 4+ y = 1 —{ and y = [ intersect. If we plug the
latter into the former, we can solve for z*: 7" 4+ = ¥ — { implies
z* = 1—- 2L Theside lengthisthus { — 2™ =1 -{1-2{) = 31 - 1.
The shaded triangle thus has area $(31 — 1)%. So, the cdf value is

simply Fy (I} = P(L < I) = ﬁ;—’* = (3l = 1). This yields pdf
fetl) = 6(3[ 1) in the case 3 << 0.5.
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Story: “During his interview with me, a candidate bit his fingernails and
proceeded to bleed onto his tie. When I asked him if he wanted a Band-
Aid, he said that he chewed his nails all the time and that he'd be fine. He
continued to chew away.”

AUDREY W. HELLINGER
Chicago Office of Martin H. Bauman
Associates, New York

“Doomed Days: The Worst Mistakes Recruiters Have Ever Seen,”
The Wall Street Journal, February 25, 1995, pR4.

Reprinted by permission of The Wall Street Journol

(©1995 Dow Jenes and Company, Inc.

AH Rights Reserved Worldwide.

Answer 4.38: You know only that I have two children and that one is a girl you
are facing at my front door. Now the argument changes from the previous
question. The only randomness is the gender of the child you cannot see. The
sample space describing this randomness is just G and B. The probability that
I have two girls is thus %

Like in Answer 4.37, without seeing my child, there are four possible equally
likely outcomes: GG, GB, BG, BB. Having pinpointed the gender of Child #1
(we might as well call her that), however, the latter two outcomes are excluded,
and the sample space describing the randomness you are confronted with is
two equally likely outcomes: GG, GB. The probability of GG is thus 3.

If they press you for the formal derivation so you can point your finger at the
difference between the Answers 4.37 and 4.38, you can use Bayes' Theorem.
In Answer 4.37 you are seeking P(G N Gltold G):

P(GNGNtold G)  Pltold G N {GNGY
P(told ) - Pitold G)
Pltold GIGN Q) PIGN Q)
Plrold QIGNG)- PG G) + Pltold GIBNG)-P(BNG) + Pltold GIBN BY - P(BN B)

i

1 1 1
Z'Z+1‘§+Q<a 3

P(G N Gltold G) =

In Answer 4.38 you are seeking P(G N Gisee G):

_PGNGNsee Q) Plsee GN(GNG))
P(G O Glsee G) = ——prr— = s G
Plsee GIGNG)-P(GOG)
Plsee GIGNG) - P(G 1 G) + Plsee GIBNG)- P(BN G) + Plsee GIBN B) - P(BN B)
1. 1
2

i-

py

+ 140

L L
Fuf

o

I used bold font to show where the two derivations differ: P(told G|BNG) = 1,
but P(see G|BN@G) = 4. Otherwise everything is the same.
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Answer 4.39: To figure out the probability that we will meet under the big
clock, I have assumed that we arrive randomly in the interval ipM-2pM. For
each moment of that hour, I have asked myself the following question. If
I arrive at that moment, when would you have to arrive in order for us to
meet? The answer is shaded in Figure 3.6, where for each of my arrival
times z {on the horizontal), I have shaded on the vertical the time range from
Ymin{z) = max{1PM, z — 15 minutes) t0 Ymaxz(z) = min{2PM, x + 15 minutes).
If T arrive at time x and you arrive at time y(2} € min{Z): Ymaz(z)], then we
shall meet.,

From Figure 1.6 we see that the probability we meet is the ratio of the area

of the shaded region {mutual arrival times when we meet) divided by the area

of the square (all possible mutual arrival times): T%‘
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y coord.

] 60 -7 minutes
2:00PM ~
yd
yd
Z
1:45pMm
yd /S
yd /
yd /
1:30PM
e /
yd /S
yd 4
1:15pPM
/
/
/
» T coord.
1:00pM

1:15pM 1:30PMm 1:45PM 2:00PM

Figure D.6: Meeting Under the Big Clock

Note: We agree to meet between 1PM and 2PM, but wait no more
than 15 minutes for each other, and not to arrive before 1PM or
stay bevond 2pM. My arrival time is z, and in order to meet
up with you, you must arrive at time y{x) € fmin(Z}, Vmez (2},
where ymin(z) = max{1PM,z — 15 minutes} and ymaz{r) =
min(2pM, £+ 15 minutes}. The probability we meet is the relative
area of the shaded region divided by the area of the square: %.

The shaded area is the area of the big square (602 minutes) less
the area of the un-shaded square (i.e., the two un-shaded triangles
of total area (60 — 15)2 minutes). More generaily, for 0 < n < 60
where 1 is maximum number of minutes we agree to wait, the

X Y -
probability we meet is pmeer(n) = =G = 22

3600
0 ifn=0,
1/4  ifn =60 — /2700,
o o n(120-n) _ 7/16 ifn =15,
This gives preet(n) = =350 1/2  ifn = 60 — V1800,
3/4  ifn =30,
1 ifn =60,
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Appendix E

Non-Quantitative Answers
(Selected)

This appendix contains answers to selected questions in Chapter 5.

Answer 5.2.12: A “tombstone” is of course an advertisement that lists (like the
names on a tombstone} the underwriters associated with a public issue of a security.
The particular placement of the underwriters’ names on the tombstone carries with
it implications for the perceived status of the underwriters on the deal.

A student came to see me. He told me that he was flying to Chicago the next
day for a job interview with an investment bank. I did not recognize the name of
the bank. He asked me what sort of non-quantitative questions he might face, so I
puiled out my book and tried several on him. When 1 got to the tombstone question,
1 stopped and asked him if he knew the definition of a tombstone. 1 pulled out that
day’s Wall Street Journal (WSJ) to see if there was a tombstone in the third section.
The page at which I opened the WSJ contained a tombstone from the bank he was
going to interview with the next day! I clipped it out and gave it to him, and he
talked about it in his interview. It is worth keeping your eye on the tombstones in
the third section of the WSJ in the weeks leading up to your interviews.

Answer 5.2.27: This is not necessarily a rejection. It may just be a test to
see how you defend yourself. It is just the opposite way of asking you why you fit
the job. A colleague of mine told me that he once started an interview with the
statement “I don’t think you are the right person for the job.” He believed it, but
he knew the candidate was talented and he was interviewing him just in case. My
colleague thought the candidate would tell him why he was the right person, but
instead the candidate just deflated like a tire with a slow leak. The interview was a
complete bust. If someone said that to me, I would answer “No! I fit because ...”

Answer 5.3.6: Asking about market efficiency is very common in portfolio
management interviews. Market efficiency means that prices (typically stock prices)
reflect information to the extent that consistent positive trading profits cannot be
made after accounting for transaction costs, taxes and risk aversion (each of which
retards trading on news). There is a great deal of empirical evidence over the last
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50 years to suggest that markets are largely efficient. Nevertheless, there exist many
small deviations from efficiency, even in the larger markets, and prices that respond
to news correctly on average {which is what most academic studies look at) leave
much room for under- and over-reaction, and for trading opportusities,

Answer 5.3.12: This is basic macroeconomics, and you should be fully familiar
with it. The two forms of macreeconomic policy are monetary policy and fiscal
policy. Monetary policy tries to achieve the broad objectives of economic policy
through control of the monetary system and by operating on the supply of money,
the level and structure of interest rates, and other conditions affecting the supply
of credit (Pearce [1984, p. 291]}. With monetary policy, the Federal Reserve Bank
(“the Fed") sell bonds and reduces the money supply—an “open market operation.”
This increases interest rates (the cost of money) and makes capital expenditures
more ¢ostly. This in turn slows down growth in the economy and should fight the
infationary threat.

In addition to open market operations, the Fed implements monetary policy by
managing the discount rate (the rate the Fed charges banks for loans}, adjusting the
Fed funds rate {the rate banks charge each other for loans of federal funds), managing
reserve requirements for banks (the proportion of a bank’s assets required to be held
in Treasury securities}, and operations in the government repo (i.e., repurchase}
market.!

Fiscal policy refers to the use of taxation and government expenditure to regulate
the aggregate level of economic activity (Pearce [1984, p. 160]}. Increasing taxes and
decreasing government spending should slow down growth in the economy and fight
inflationary fears. Go to any standard macroeconomic text if you want more details
on fiscal or monetary policy.

Answer 5.3.18: The “Dow Jones Dogs strategy” involves buying the “Dow
Jones Dogs” at the start of the year. These are the 10 Dow Jones Industrial Average
(DHA) stocks with the highest dividend yield. They are dogs because you get a
relatively high dividend yield by having a low price relative to dividends. You
are supposed to rebalance the portfolio every year. Historically this has been a
profitable strategy. The CBOE introduced options on a Dow Jones Dogs index (the
index had ticker symbol “MUT") in 1999, but saw no volume in them in 2009, and
the index and options appear to have been delisted by 2014. Deutsche Bank offers
an exchange-traded note (ETN) based on the return to the Dow Jones Dogs strategy
(ticker symbol “DOD"). MUT and DOD moved very closely together when both
existed.

Answer 5.4.13: The answer given by the interviewer was that if you are Avis
or Hertz, cars are inventory. The same applies to an automobiie manufacturer {or

1A “repo” is a repurchase agreement. It is an agreement to repurchase a security in the future,
You give up the security now in exchange for cash, agreeing to repurchase the security at a later
date for a larger amount of cash. A repo is thus a collateralized loan. A reverse repo is the other
side of the deal—you purchase securities now with an agreement to sell them later. Repos range in
maturity from overnight {(“*O/N") fo as long as five years; shorter-term repos are the most popular.
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any of their distributors).

Answer 5.4.20: No. FCF does not include interest payments or repayment of
principal because FCF is the cash flows generated by net assets and available to the
owners of the company {(both debt and equity holders). The tax benefit of interest
payments is recognized in a lower after tax cost of debt in the WACC. Finally,
financing costs are not cash outflows. They do not reduce cash available to owners.
To the contrary, they are cash payments to owners and, therefore, have no net effect
on cash flows available to owners (i.e., FCF).

Answer 5.5.2: The “how many somethings are there somewhere” questions
are common. There is no precise algebraic solution routine. You make several
rough assumptions and hope the errors cancel. For example, the US population
is about 300,000,000 {(2014). The population of Bloomington, Indiana, is about
100,000 (when the students are there). There are five McDonald’s in Bloomington.
I calculate W x§ = 3,000 x5 = 15, 000. So, my estimate is 15,000 McDonald’s
outlets in the US.

Looking at online profiles of the company, I estimate that of 35,000 McDonalds
restaurants {2014}, roughly 14,000 of them are located in the US. My estimate is
very close.

In general, you grab something you know, scale it up or down, and adjust for any
hiases. Let us try it again a different way. I cannot believe anyone over 30 or under
five would eat in a McDonald’s. If lifespan is uniformly distributed between zero and
75 years, then only one-third of the population {100,000,000) is eligible for eating
at McDonald’s. Half of these are health nuts. That leaves 50,000,000 customers.
Suppose they eat four meals per week. That works out to about 30,000,000 meals
served per day in the US. If one outlet sells a burger every 20 seconds for 10 hours
per day, that is 1,800 per day per outlet. Call it 2,000. 30,000,000 meals served per
day at 2,000 per outlet implies about 15,000 outlets.

‘Whether it is ping-pong balls in a 747, barbers in Chicago, or elevators in the US,
find something you know and scale it up or down. Be sure to know the population
of the Earth, the US, the city you live in, and the city you interview in.

Answer 5.5.4: The answer given by the interviewer was that you should
threaten to kill yourself by hitting your head against the wall. The administra-
tive nightmare that would follow would ruin the guard’s upcoming weekend. He
would have to give you a cigarette.

Answer 5.5.7: You have to figure that the coin is not fair. The probability of
another head is essentially one. See Huff’s book, “How to Lie with Statistics,” for
related arguments (Huff {1982, Chapter 3]).

In one of my other books, Foundations for Scientific Investing (Crack [2014b}}, I
describe an experiment I performed in an undergraduate classroom. A student rolled
a pair of dice 36 times and we recorded on how many occasions a 7 or 11 occurred.
We then compared the outcome to a Binomial table. Then it was my turn. I palmed
the fair dice and swapped them for a loaded pair that always givesme a 7 or 11. As
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APPENDIX E. NON-QUANTITATIVE ANSWERS (SELECTED)

the odds stacked up against me, the students watched in amazement. Even when
there was only one chance in a million that what they saw could be the result of
rolling fair dice, there were still a few students in a class of over a 100 stubbornly
clinging to the belief that the dice were fair. If I did the same in an MBA or
PhD class, the wizened students would all see through it immediately, but some
undergraduates are amazingly naive.

Answer 5.5.10: I have had several comments from readers on how to weigh a
jet plane: Land it on an aircraft carrier and measure the displacement of the ship;
land it on the ice {(e.g., Arctic) and then crash into it with something big and see
how far it moves; look at the size of the tire footprints and deduce it from the tire
pressure. How about just looking in the manual?

Answer 5.5.16: I spent some time at NASA’s web site. NASA says there are
four forces on an aeroplane: thrust, drag, weight and lift. These forces move the
aeroplane forward, backward, downward, and upward, respectively, and simultane-
ously. For example, level forward flight would require that lift balance weight, and
that thrust more than compensate for drag.

NASA indicates that there is considerable debate/confusion over how lift is gen-
erated. They describe Lift as a mechanical force that is generated when a solid obiect
moves through a fluid and “turns” the fluid flow. The shape and “angle of attack” of
an aeroplane’s wing turn the fluid flow downwards, and, by Newton's Third Law of
Motion (i.e., for every action there is an equal and opposite reaction) this provides
upward lift.

NASA comments that wings are often shaped so that the wing, taken in cross
section, has more surface area on the top surface than the bottom surface. The
air flows more quickly over the top of the wing than the bottom. The variation in
velocity of the fluid creates a pressure differential that produces lift (via Bernoulli’s
Principle). They state, however, that this wing shape is not necessary to create lift.
Rather, it only contributes to it.

Answer 5.5.20: There are several possible responses that make sense. An
obvious reason is safety: a round cover cannot fall down a round hole. Whereas if
both hole and cover are either square or rectangular or oval, the cover can easily fall
down the hole if lifted vertically and turned diagonally and dropped. Incidentally, 1
noticed while working in New Zealand that some of their manholes have rectangular
covers. However, in this case, the covers are hinged and attached to a frame that is
immovable—thus preventing the cover from falling.

Another reason for being round is that the (very heavy) covers may be rolled
easily. Similarly, a (very heavy} round cover need not be manipulated before being
returned to its hole—it may be replaced in any orientation. Finally, and with some
sarcasm, manhole covers are round because the holes that they cover are round. It
is easier to drill a round hole in the street than a square one. Have you ever tried
drilling a sguare hole in anything?
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ALPHABET

Alphabets and Numerical Equivalences

Greek” NAFO Phonetic | Roman {Latin)*

& | A | Alpha i A | Alpha A 56; 5060
31 B | Beta 2 B | Bravo B 300
v 1 T | Gamma 3 € [ Charlie C 100
&1 A | Delta 4 B | Delta B 500
¢ | B | Epsilon 5 E | Echo E 250
¢ Z | Zeta 7 F | Foxtrot F 40
nt H | Eta 8 G Foif G 400
& & | Theta 0 H | Hotei H 200
t I Iota 10 I | India I 1
# | K | Kappa 26 J | Juliett J b
A | Lambda 30 {| K | Kilo K 250
M | Mu 40 || L | Lima L 50
r 1 N | Nu 50 M | Mike M 1,600
£ 1 Z | Xi 60 N | November N 90
o | O | Omicron M O | Oscar O 11
=] 1P 80 P | Papa P 400
71 R | Rho 180 1| Q| Quebec Q 50; 500
o | ¥ 1 Sigma 200 H | Romeo R B0
T T | Tau 300 8 | Sierra 5 7:70
v | T | Upsilon | 400 1" { 'Fango i 164
¢ | & | Phi 500 || U { Unsiform U =
x @ X° | Chi 700 ] V | Victor v 5
¥ | ¥ | Psi 00 I W | Whiskey W -
w [ | Omega 800 I X | X-RHay X 10
Y | Yankee Y 156

Z | Zuu Z 2,000

“Seme information from Lewis et al. {1942, pl1161}. Fhe book is
cout of print and the publisher defunct.

*Originally the same as L

“I'he Greek letters ¢, X, and ¥ were not needed in the medieval
Latin alphabet. However, the Romans used them as numerical symbots,
writing D} {or M), X, and 1, respectively.

“Originally the same as V.

“Not used in medieval Latin.
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Black-Scholes option pricing theory, and discusses direct applications of
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more complex trades are simply combinations of these. The appendix
includes Black-Scholes option pricing code for the HP17B, HP19B, and
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classrooms. Although the topic is applied investments, my integration of
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Based on my experience, I believe that many individual investors are
misguided, or simply unaware, and that some institutional investors are
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eral lack of capital markets intuition and critical thinking skills. These
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